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HEARING ON THE COMPUTER SECURITY IM-
PACT OF Y2K: “EXPANDED RISKS OR
FRAUD?”

WEDNESDAY, AUGUST 4, 1999

HOUSE OF REPRESENTATIVES, SUBCOMMITTEE ON TECH-
NOLOGY, COMMITTEE ON SCIENCE, AND THE SUB-
COMMITTEE ON GOVERNMENT MANAGEMENT, INFORMA-
TION, AND TECHNOLOGY, COMMITTEE ON GOVERNMENT
REFORM,

Washington, DC.

The subcommittees met, pursuant to notice, at 10:06 a.m., in
Room 2318, Rayburn House Office Building, Hon. Constance A.
Morella [chairwoman of the subcommittee] presiding.

Present: Representatives Morella, Horn, Bartlett, Gutknecht,
Turner, Rivers, Stabenow, Udall, and Wu.

Chairwoman MORELLA. I'm going to call to order the latest in our
series of ongoing hearings on our House Y2K Working Group made
up of the Science Committee’s Technology Subcommittee and the
Government Reform Committee’s Government Management, Infor-
mation, and Technology Subcommittee.

On behalf of my colleagues Chairman Horn, Ranking Members
Barcia and Turner, and Mr. Udall, I want to welcome our distin-
guished panel as we discuss today the concerns raised by a number
of information technology experts that Y2K fixes may pose a sub-
stantial security threat to computer operating systems.

While the Technology Subcommittee has been reviewing the year
2000 problem over the past 3 years, during that time we have also
been looking closely at the issue of computer security.

Many of you have heard me compare our Nation’s lack of ade-
quate information security to the year 2000 computer problem.

Well, it now appears that Y2K and computer security aren’t just
inviting comparisons, but have overlapped into one issue.

A lot of recent attention has been focused on the April 1, 1999,
GartnerGroup report suggesting that as part of every year 2000
system fix, every aspect of every single information technology sys-
tem is potentially subject to change and manipulation, raising the
risk of theft, fraud, or corruption.

The GartnerGroup report also stated that at least one publicly
reported theft exceeding $1 billion may occur through lapses in se-
curity directly resulting from Y2K remediation efforts.

Since the publication of the report, a number of independent sci-
entists, security professionals, and others in the Y2K community
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appear to have few quarrels with the GartnerGroup’s dire pre-
diction.

The concern is that Y2K employees who have been hired to cor-
rect systems might have left “trap doors” or may manipulate the
computer code through which they can clandestinely take control of
the system at a future date—leaving vulnerable the systems that
electronically move $11 trillion a year among financial institutions,
corporations, governments, and private organizations.

The computer security threat, however, may not be motivated
merely by just financial theft and fraud.

Some Y2K programmers with malicious intent may be quietly in-
stalling malicious software codes—such as a logic bomb or a time-
delayed virus—to sabotage companies or gain access to sensitive in-
formation sometime in the new millennium.

Most troubling is that several security firms say that they have
already found “trap doors” in Y2K programming.

If used successfully for hostile purposes, these computer “trap
doors” can open to make sensitive national and proprietary infor-
mation systems vulnerable to be accessed, stolen, compromised, or
disrupted.

With less than 150 days now before the January 1, 2000, dead-
line, the last thing we want to do is to defer any Y2K remediation
efforts.

It should be made clear that nobody should halt or suspend fix-
ing their Y2K problems simply because there exists this potential
for computer security breaches.

The goal of this hearing is not to create a how-to guide and stoke
the embers of those Y2K programmers with a felonious heart and
malicious intent.

The goal of this hearing is to determine what measures can be
undertaken to protect our computer systems and to limit the poten-
tial of Y2K computer security breaches.

It is my hope that, today, this panel can collectively come up
with measures and guidelines that both the private and public sec-
tors can review and utilize in their current remediation efforts to
deter and catch any computer security breach that may occur as a
result of the Y2K fix.

Toward that end, I am pleased that we have a very distinguished
panel.

I welcome Mr. Joe Pucciarelli, Vice President, Research Director
of the GartnerGroup, a leading and influential information tech-
nology research firm, which we know very well through our hear-
ings, and the author of the GartnerGroup Y2K computer security
report.

Also joining us is a familiar figure to us, Mr. Harris Miller,
President of the Information Technology Association of America.

The Technology Subcommittee has worked very closely with Mr.
Miller and the ITAA in the past on both the Y2K and the computer
security issue, and it is great to see him back as a witness before
us.

We also have Mr. Dean Rich, Vice President for Security Services
at WarRoom Research in Annapolis, Maryland, who is a computer
security consultant with a great deal of expertise and experience in
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both the public and private sectors. I'm somebody who knows An-
napolis well. I welcome you also, Mr. Rich.

Additionally, Mr. Wayne Bennett, Chair of the Commercial Tech-
nology Practice Area of the law firm of Bingham Dana in Boston
and an expert in computer security laws and practice, is with us
today. A pleasure to have you, Mr. Bennett.

So I look forward to everybody’s testimony, and I would now like
to turn to our distinguished Co-Chair of today’s hearing, the mem-
ber from California, Chairman of the Government Management, In-
formation and Technology Subcommittee, Mr. Horn, for any open-
ing statement that he may wish to make. Mr. Horn.

Mr. HorN. Thank you very much.

For the past 3 years, these two Subcommittees have been prod-
ding agencies in the executive branch of the Federal Government
to prepare their computer systems for the year 2000. Nearly all
seem to have made good progress toward avoiding major computer
disruptions at the end of this year. However, the rush to solve the
year 2000 problem may have created another more insidious and
potentially troubling problem.

Today, we will discuss the danger that government agencies, cor-
porations, and individuals are now more vulnerable to computer
fraud, whether it is in the form of electronic robberies or informa-
tion warfare.

The reality is that computer systems can be compromised for any
number of reasons—some far more damaging than the loss of
money. Among them are the threats of industrial or military espio-
nage and the use of computers and the network systems by terror-
ists or organized crime.

Private companies and government agencies alike have opened
up their most sensitive computer systems to outside contractors
who are helping them sort through billions of lines of computer
code to ensure their year 2000 compliance.

Although the vast majority of these contractors are honest and
truthworthy people, even a few unscrupulous operators could create
a significant problem.

The GartnerGroup, which is represented here today, has pre-
dicted that by 2004, there will be at least one reported $1 billion
or more theft due to the year 2000 remediation effort.

The concern involves something called “trap doors,” computer
coding that can give unscrupulous contractors access to the sen-
sitive information in a computer long after the year 2000 work is
completed.

From bank accounts and intellectual property to medical records
and defense secrets, companies and government agencies have
given contractors the keys that unlock an enormous storehouse of
information.

With only 149 days left until the new millennium, we must en-
sure that our critical information technology infrastructure is se-
cure long after the year 2000 has passed away.

So, with Mrs. Morella, I welcome the witnesses we have today,
and I'm sure you will enlighten us in a number of areas.

[The prepared statement of Hon. Stephen Horn follows:]
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The concern involves something called “trap doors,” computer coding that can give
unscrupulous contractors access to the sensitive information in a computer Jong after their
Year 2600 work is completed.

From bank accounts and intellectual property to medical records and defense secrets,
companies and Government agencies have given contractors the keys that unlock an
enormous storehouse of information,

We have only 149 days left until the new millennium, We must ensure that our eritical
information technology infrastructure is secure long after the Year 2000 has passed away.

{ welcome today’s witnesses and look forward to their insights.
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Chairwoman MORELLA. Thank you, Chairman Horn.

I am now pleased to recognize for any opening comments Mr.
Udall, who is our ranking member today.

Mr. UpALL. Thank you, Madam Chairman. I want to join my col-
leagues in welcoming all of you here today to the hearing. This
hearing focuses on two issues, the way I see it: computer and net-
work security and then, secondly, whether Y2K-related computer
system upgrades have increased the threat to a company’s or a fed-
eral agency’s computer security.

I'd like to take a few minutes to speak about the Science Com-
mittee’s role in the area of computer security. Going back into the
late 1980s, the members of this Committee were aware that the
first computer networks, such as ARPANET, which became
NSFNET and is now known, of course, as the Internet, had a two-
edged quality: they improved electronic communication but also
compromised computer security.

In 1987, the Science Committee was instrumental in developing
and passing the Computer Security Act. This was the first effort
to improve the security of federal computer systems. Ever since,
the Science Committee has maintained a high profile in this area.

I mention this issue because many believe that Congress has not
given sufficient attention to this issue of computer security. I want-
ed to highlight that at least one Congressional Committee has
worked diligently to raise public and government awareness of
computer security issues for more than a decade. This was long be-
fore most people even knew that the Internet existed, let alone be-
fore related computer security issues became important.

Today’s hearing, as my fellow colleagues have mentioned, was
prompted by recent newspaper stories about a GartnerGroup report
warning that by 2004 there will be at least one publicly reported
electronic theft exceeding $1 billion and that steps to solve the Y2K
problem will be a root cause of the security lapses that have al-
lowed this step to happen.

This is a serious assertion that raises more questions than it an-
swers. For example, if it’s true there will be at least a $1 billion
theft, what about the likelihood of several thefts in the range of
$100 million or the tens of thousands of dollars?

Further, how credible are these alarms? After all, the warnings
themselves could undermine public trust in our financial systems
and the government’s ability to provide public services and in our
computer-based infrastructure as a whole.

So, in that spirit, there are several issues that I hope our wit-
nesses will address today. The first is: What data substantiates
claims that there’s an increased risk of fraud as a result of these
Y2K fixes? Secondly, federal agencies, including Congress, and in-
dustry have relied on contractors to service their computer systems
since their first installation. What has been the past experience of
this type of fraud? And then, finally, if this Y2K-related fraud is
a real problem, what steps can federal agencies and large corpora-
tions take to determine if the malicious code, the so-called trap
doors, have been inserted into their programs?

I want to thank you for being here. I very much look forward to
hearing what you have to say.

Thank you.
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Chairwoman MORELLA. Thank you, Mr. Udall, and thank you for
also mentioning sort of the genesis of the Science Committee’s in-
terest and involvement in this issue.

I'm now going to ask our panelists if they would rise and raise
their right hand. It’s the policy of this Committee to swear in those
who will testify.

Do you swear that the testimony you are about to give is the
truth, the whole truth, and nothing but the truth?

Mr. PUCCIARELLI. I do.

Mr. MILLER. I do.

Mr. RicH. I do.

Mr. BENNETT. I do.

Chairwoman MORELLA. The record will reflect an affirmative re-
sponse from all. And, again, we’ll try to follow a tradition, to give
time for questions and other comments, of asking each panelist to
speak about 5 minutes, and then we’ll open it up to questions. And
we’ll start off then in the order in which I mentioned you.

Mr. Pucciarelli, you will start off with the Gartner report.

STATEMENTS OF JOSEPH C. PUCCIARELLI, VICE PRESIDENT
AND RESEARCH DIRECTOR, GARTNERGROUP, INC., STAM-
FORD, CONNECTICUT; HARRIS N. MILLER, PRESIDENT, IN-
FORMATION TECHNOLOGY ASSOCIATION OF AMERICA, AR-
LINGTON, VIRGINIA; L. DEAN RICH, VICE PRESIDENT FOR
SECURITY SERVICES, WARROOM RESEARCH, ANNAPOLIS,
MARYLAND; AND WAYNE D. BENNETT, CHAIR, COMMERCIAL
TECHNOLOGY PRACTICE AREA, BINGHAM DANA LLP, BOS-
TON, MASSACHUSETTS

STATEMENT OF JOSEPH C. PUCCIARELLI

Mr. PUCCIARELLI. Madam Chairman—Madam Chairwoman, Mr.
Chairman, and Members of the two Subcommittees, I appreciate
the opportunity to testify——

Chairwoman MORELLA. I think you should either move it closer
or make sure it’s on.

Mr. PucciARELLI. Madam Chairwoman, Mr. Chairman, and
Members of the two Subcommittees, I appreciate the opportunity
to testify today on the computer security impact of year 2000 and
the expanded risks of fraud. Key points in my testimony we will
discuss: our prediction, the analysts of GartnerGroup, that by 2004
there will be at least one publicly reported electronic theft exceed-
ing $1 billion, 70 percent likelihood; our forecast that year 2000 re-
mediation efforts will be identified as a root cause of the security
lapses that will have allowed this theft to happen, 70 percent likeli-
hood; and how input from our clients was factored into these pre-
dictions and caused us to increase the probabilities.

My role is to advise business and financial executives in the pub-
lic and private sector on actions they should take to protect and
maximize the effectiveness of their investments in computer tech-
nology. We found medium and large organizations in the United
States spend some 8 percent of sales revenue—that is, 8 cents of
every sales dollar—for computer systems. Ten years ago, this num-
ber was only 1 percent. During the same period, our financial sys-
tems have largely migrated to an electronically interconnected
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business model. Best estimates are that $11 trillion in electronic
transfers occurred in the United States in 1998.

Earlier this year, as part of my ongoing research, I reviewed
those issues that may require action by my clients. I concluded, by
reviewing the technical research conducted by my colleagues at
GartnerGroup, that many firms had not taken adequate steps to
secure and audit a year 2000 remediation process. Based on these
observations, I formulated a recommendation to our clients.

I reviewed these preliminary findings with some 300 clients on
Tuesday, March 2, 1999, at a conference in New Orleans. Our cli-
ents had differing opinions. Their feedback indicated that the risk
of theft was even higher than I had proposed. As a result, we for-
mally advised our clients in April that we believe that by 2004
there will be at least one publicly reported electronic theft exceed-
ing $1 billion, and that Y2K remediation efforts will be a root cause
of those—that allowed this theft to happen, 70 percent likelihood.

Predicting what will happen is challenging. Anticipating how it
may happen raises the bar considerably. In the case of the first $1
billion electronic theft, the motive will likely be one of greed com-
bined with feelings of underappreciation by a highly skilled soft-
ware engineer, especially related to the stress of the year 2000 re-
mediation effort. The means will be the tools at hand—the same
electronic systems reliably transact the business of the day will be
instructed to transfer funds beyond the boundaries of the enter-
prise into the hands of a thief. The opportunity to perpetrate the
crime will come in an odd moment, a situation outside the bounds
of the operating manual. A system will crash unexpectedly and a
single software engineer could make changes without the normal
reviews, due diligence, or oversight. Further, the incident will like-
ly occur long after January 1, 2000.

Clearly, a billion dollars is a huge sum of money. However, com-
pared with the $11 trillion in annual volume of financial electronic
data interchange transfers during 1998, which are growing some
40 percent annually, it represents only 0.0009 percent. To use a
metaphor, a $1 billion theft compared to the $11 trillion in
throughput equates to 48 minutes over the course of a year. In this
context, a billion seems somewhat less significant. Opposing all
this money is the unbounded creativity of the human mind—which
has proved the world round, produced Einstein’s theory of rel-
ativity, placed a man on the moon, and committed countless crimes
throughout history. From the Brinks armored car robbery through
the Great Train Robbery, to the most recent financial scandals in-
cluding BCCI and Barings, each generation adapts theft and fraud
to the technological circumstances of the day.

Given the enormity of the year 2000 remediation process, the
scope of the cash flowing through these systems and the resource-
fulness of the human mind in finding different ways to steal, a
large theft seems much more likely perhaps inevitable.

Specific steps need to be taken now and continually re-empha-
sized to minimize risk. Specifically, we recommended:

One, the most effective theft and fraud deterrent is maintaining
the perception that there are high levels of security. To accomplish
this, we advise our clients to collaborate to create a year 2000 secu-
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rity team with the requisite technical and auditing skills to review
procedures, assess the threats, and implement a containment plan.

Second, procedure reviews must limit the ability of a single indi-
vidual to make changes or initiate activities without a second per-
son participating in the process.

Third, risk assessment must include reviewing all enterprise in-
surance coverage as well as contracts with external service pro-
viders and independent (programmer) contractors.

Four, risk management plans should include careful reconsider-
ation of all existing theft and fraud deterrence activities in light of
this expanded threat profile.

The law of very large numbers dictates that we will have a vastly
increased risk of theft after the year 2000 remediation efforts. In
the rush to aggressively solve one problem, enterprises need to en-
sure appropriate resources have been rededicated to protecting the
enterprise from the increased risks of electronic theft and fraud—
possibly the most important artifact created by year 2000 remedi-
ation. These nonlinear consequences of the year 2000 computer
maintenance effort may have a more profound implication than the
linear consequences such as a failure of a specific computer system.

Thank you.

[The statement of Mr. Pucciarelli follows:]
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Madam Chairwoman, Mr. Chairman, and Members of the Two Subcommittees:

| appreciate the opportunity to testify today on the computer security impact of year 2000
and the expanded risks of fraud. Key points in my testimony we will discuss:

¢ Our prediction {the analysts of GartnerGroup — see Note 1) that by 2004 there will
be at least one publicly reported electronic theft exceeding $1 billion (70 percent
fikelihood — see Note 2). - - : -

s  Qur forecast that year 2000 remediation efforts will be identified as a root cause of
the security lapses that will have aliowed this theft to happen (70 percent likelihood).

» How input from our clients was factored into these predictions and caused us to
increase the probabilities.

Introduction

My role is to advise business and financial executives, in the public and private sector,
on specific actions they should take to protect and maximize the effectiveness of their
investments in computer technology. We found in a recent survey that medium and large
organizations in the United States spend some eight-percent of sales revenue (eight
cents of every sales dollar) for computer systems. Ten years ago, we estimated this
number to be only one-percent. Today it is difficult to buy any product in the U.S. that
has not been influenced by computers — and the use of this technology is accelerating.
During the same pericd, our financial systems have largely migrated to an electronically
interconnected business model. Best estimates are that $11 trillion dollars in electronic
transfers occurred in the U.S. in 1998 {see Note 3). To support this aclivity, we have
created computerized systems to manage every aspect of these transactions.

Earlier this year, as part of my ongoing research, { reviewed those issues that may
require action by my clients — executives invoived in the financial aspects of managing
enterprise-class computer systems. | concluded, by reviewing the technical research
conducted by my colleagues at GartnerGroup, that many firms had not taken adequate
steps to secure and audit the year 2000 remediation process — which is of course
needed o maintain the integrity of these systems. As a result of the remediation
process, we will, by Dec. 31, 1988, have systematically examined virtually every line of
code, every interconnection, and every computer involved in this process (see Note 4).
Based on these observations, | formulated a recommendation to our clients advising
them to take immediate remedial action to manage this risk.

Research Findings

i reviewed these preliminary findings with some three hundred clients on Tuesday,
March 2, 1989 at a conference in New Orleans. Our clients had differing opinions —
their feedback indicated that the risk of theft was even higher than | had proposed. As a
resuit of our research and our client's input, we concluded and formally advised our
clients in April that given the enormity of this undertaking, the scope of the assets that
flow through these computer systems, and the unbounded creativity of the human mind,
we believe that by 2004 there will be at least one publicly reported electronic theft
exceeding $1 billion (70 percent likelihood). Year 2000 remediation efforts will be a root
cause of the security lapses that will have allowed this theft to happen {70 percent
likelihood).

@GarmeerUP Entire contents @ 1999 by Gartner Group, Inc. All rights reserved.
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Qutcome Scenario

Predicting what will happen is challenging, anticipating how it may happen raises the bar
considerably. Law enforcement authorities attempting to solve a crime search to identify
the means by which the crime occurs, establish the motive for the crime, and attempt to
prove that a particular suspect had an opportunity to commit.the crime. In the case of the
first billior-doliar electronic theft or fraud, the motive will likely be one of greed-combined -
with a highly skiiled software engineer who feels unappreciated or under-recognized for
his or her efforts and accomplishments (especially related to the very stress of the year
2000 remediation effort). The means will be the tools at hand -— the same electronic
systems that so reliably transact the business of the day will be instructed to transfer
funds beyond the boundaries of the enterprise into the hands of the thief. The
opportunity to perpetrate the crime will come in an odd moment: a situation outside the
bounds of the operating manual. A system will crash unexpectediy and a single software
engineer will make changes without the normal reviews, due diligence or oversight.
Further, the opportunity will likely occur long after Jan. 1, 2000. One hypothetical
scenario: unauthorized changes are made to the software during the year 2000
remediation process which allow the thief to come back after fact, by-pass normal
security and commit the crime. A second hypothetical scenario: An artifact of the year
2000 remediation effort will cause a problem; a system will fail during an odd hour
requiring emergency repairs. Someone will make a heroic save by working long hours so
that a deadline can be met — and, along with the save, make unauthorized changes
leading to the crime.

The Law of Large Numbers and the Human Mind

Clearly, a billion dollars is a huge sum of money; however, compared with the $11 trillion
in annuai volume of financial electronic data interchange during 1998 (which is growing
some 40 percent annually), it represents only 0.0009 percent. To use a metaphor, a $1
billion theft compared to the $11 trillion in throughput equates to 48 minutes over the
course of a year. In this context, a bilfion seems somewhat less significant. Opposing all
this money is the unbounded creativity of the human mind —— which has proved the world
round, produced Einstein’s theory of relativity, placed a man on the moon, and
committed countless crimes throughout history. From the Brinks armored car robbery,
through the Great Train Robbery, to the most recent financial scandals including BCCI
and Barings, each generation adapts theft and fraud to the technological circumstances
of the day.

Given the enormity of the year 2000 remediation process, the scope of the flowing
through these systems, and the resourcefuiness of the human mind in finding different
ways to steal, a large theft seems much more likely — perhaps even inevitable.

Recommendations

Specific steps need to be taken now and continually reemphasized because, despite our
wish for highly stable, status quo operations, changes in competition, business models
and distribution channels will bring a much more dynamic operational norm. Specifically:

@) GartnerGroup

Entire contents ® 1959 by Gartner Group, Inc. All rights reserved.
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1. The most effective theft and fraud deterrent is the perception that there are very high
levels of security. To accomplish this, we advise IS and finance organizations to
collaborate to create a year 2000 security team composed of individuals with the
requisite technical and auditing skills to review procedures, assess the risks and
implement a risk containment plan.

2. Procedure reviews must limit the ability of a single individual to make changes or
initiate activities without a second person participating in.the process.

3. Risk assessmert mustinclude reviewing all enterprise insurance coverage as well as
contracts with externat services providers and independent (programmer)
contractors.

4. Risk management plans should include careful reconsideration of all existing theft
and fraud deterrence activities in light of this expanded threat profile.

Conclusion

The law of very large numbers dictates that we will have a vastly increased risk of
electronic theft and fraud after the year 2000 remediation efforts. In the rush to
aggressively solve one problem (year 2000), enterprises need to ensure appropriate
resources have been rededicated to protecting the enterprise from the increased risks of
electronic theft or fraud -— possibly the most important artifact created by year 2000
remediation. These nonlinear consequences of the year 2000 computer maintenance
effort may have more profound implications than linear consequences such as failure of
specific computer systems.

Note 1

Background

GarnterGroup is a worldwide business and information technology advisory company, providing research
and advice in more than eighty major focus areas of business, technology and E-business. One of those
focus areas is year 2000. GartnerGroup researches year 2000 status, issues and best strategies, and
provides advice and methods to companies and governments throughout the world. We are cornmonly
referred to as the best year 2000 experts and the company with the most accurate and realistic
understanding of year 2000 progress, status and risks worldwide.

Note 2

Probabilities and Scenario Pianning

When making forecasts and predictions for our clients, GartnerGroup adopted the practice of assigning
probabilities to our predictions so they could be appropriately factored into an organization scenario planning
process. By assigning a 70 percent probability, we are saying to our clients that we believe they should
definitively include this scenario as part of their planning process. This event is likely to happen. A scenario
with a probability of 80 percent or higher almost certainly will happen.

Note 3

Vol of Corpr El ic Payments

Financial electronic data interchange (ED1) over the Automated Clearing House (ACH) Network grew by
42.7 percent in 1898, according to statistics released by the National Automated Clearing House
Association. In 1998, more than 64.5 million financial ED! transactions crossed the ACH Network, up 42.7
percent from 1997. This figure includes business-to-business and government-to-business financial EDJ,
non-EDI payments, and intrabusiness cash concentration and cash management transfers. The dollar
amount of these payments exceeded $11 tritlion. Financiat EDI is the electronic exchange of payments,
payment-reiated information or financiatly related documents in standard formats between business
partners. With financiat EDI, the remittance information accompanies the payment; that is, the money and
the data stay together.

@ GartnerGroup Entire contents © 1299 by Gartner Group, Inc. All rights reserved.
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Note 4

Year 2000 Remediation and Fraud

Year 2000 date remediation for software programming doesn't create the possibility of fraud per se. Rather,
it is the requirement {o open the code and allow changes in the hands of someone with nefarious intent that
is the risk. Ideally, nonauthorized changes to paris of the program other than changes required for date
remediation would be identified, reviewed in detail and certified by the quality assurance process. If either
the change control process fails by not detecting other changes, or the quality assurance process fails by
not certifying the appropriateness of all changes, then authorized changes coutd be made that, in
combination with other security lapses, could combine to allow a theft. it ig highly likely that, when and if this
were to occur, it would be the result of a string of related failures and lapses. The probiém is that, since we
have never gone through this type of a broad-scale disruption, the “failure” mode will likely be a series of
events we have naver seen before. in other words, securily teams need to think very creatively as they
review and reconsider risk management and risk containment strategies.

@ GartnerGroup Entire contents € 1399 by Gartner Group, Inc. All rights reserved.
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Mr. MiLLER. Thank you, Chairwoman Morella and Chairman
Horn and other Members of the Subcommittee. It is an honor to
appear before your joint Subcommittees, and I want to commend
you and your colleagues for holding this hearing on computer secu-
rity as attention moves from the Y2K problem to the next and even
greater challenge—Information Security or Critical Information In-
frastructure Protection, as it is often called.

Just as your two Subcommittees were among the leaders in edu-
cating Congress and the Nation on the year 2000 challenge, I know
that you will play the same role on Information Security. Make no
mistake about it: Information Security is the next Y2K issue for
the IT community and its users.

The evildoers are not just unscrupulous Y2K repair firms. The
infosec threat comes in numerous guises: mischief-minded hackers,
disgruntled employees, corporate spies, cyber criminals, terrorists,
and unfriendly nations.

Virus episodes like Melissa and Chernobyl are becoming more
frequent. The Symantec Anti-Virus Research Center estimates that
new viruses are being launched at a rate of 10 to 15 per day and
that over 2,400 currently exist, and 35 percent of those are consid-
ered to be intentionally destructive.

And, of course, there are the unintended consequences associated
with our new dynamic information technology evolution, and, of
course, year 2000 is the exhibit number one.

Assessing the ultimate infosec roles for government and the pri-
vate sector is really very simple. Our new information-based assets
must be protected and preserved. Participants and users must un-
derstand that along with the obvious benefits of information tech-
nology are corresponding commitments to protect information tech-
nology. With rights—the right for IT to become the firmament on
which most of our society, our government, and our economy are
built—come responsibilities. And the primary responsibility is to
ensure the security of our information society. The societal stakes
involved compel government and industry to seek common ground
on the issue.

Security is much more challenging in the digital world because
it is not the traditional security of wire fences, thick walls, and
guard dogs. And it is not an activity just to be left to the experts,
for all of us are part of the information age and must be sensitive
to protecting it.

The road to a common ground between government and industry
will never be a straight line. On the contrary, while the ends are
commonly shared, the policies that government and industry will
develop in order to provide this protection are likely to be quite dif-
ferent. Again, I remind the Subcommittees that the year 2000 is
the wake-up call. A well-prepared and well-informed private sector
can work with government to find the proper balance which opti-
mizes the government’s needs to protect the critical infrastructure
with business’ needs to manage risks appropriately.

Significant reservations exist, however, on the part of both pri-
vate industry and government, and ITAA is attempting to address
both from a theoretical and practical standpoint.
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In developing industry positions on national infosec issues, ITAA
has established a list of general principles that will guide the de-
velopment of our policy. They emphasize industry leadership, com-
munication and collaboration, infosec commensurate with the true
threat involved without embellishment or magnification, and inter-
national collaboration. My written statement provided to the Com-
mittee outlines these principles in more detail.

But there are also many questions that must be addressed, in-
cluding the question, for example: What should be the mechanism
for sharing information between government and the private sec-
tor, or even within the private sector itself? What type of threat
and intrusion reporting will be required as opposed to optional?
What type of organizations should plan and execute the strategy
for critical information infrastructure defense? And what kind of
legal and regulatory obstacles are there to information sharing and
information security?

And, of course, a less tangible concern must be addressed, par-
ticularly development of trust, both within the private sector and
between the private sector and government. So as you can see,
there is much to be done.

We are working with our customers and with our government to
build the necessary bridges. ITAA is taking a number of actions to
focus on this issue. Following, for example, the issuance of Presi-
dential Decision Directive 63 last year, ITAA was appointed as the
sector coordinator for the IT sector along with two other high-tech
trade associations. We are involved in massive education efforts, in-
cluding White Papers, and we have held frequent meetings with
representatives across the government to educate, discuss, and pro-
vide input.

Education and outreach will be critical to the success of our ef-
forts collectively. This past March, ITAA created the framework for
a new Cybercitizen Partnership in conjunction with Attorney Gen-
eral Janet Reno. The partnership will focus on promoting indi-
vidual responsibility in cyberspace and creating a private-public
sector forum for exchange and cooperation.

In all honesty, we at ITAA face a daunting job of convincing the
IT industry and our customers to work with government on these
initiatives. But it is a challenge we must step up to if we are to
achieve any degree of success in opening lines of communication.

The United States and much of the world are building their eco-
nomic house on an information technology foundation. This is an
extremely positive approach to take, delivering tangible benefits to
a fast-growing percentage of the world’s population. If year 2000 is
the first challenge to place our economic house at risk, failure to
adopt a rigorous approach to infosec will be the second and even
more dangerous. ITAA and its member companies are committed
to a private sector leadership role in ensuring that the necessary,
timely, and cost-effective solutions are implemented.

Thank you, and I would be happy to answer any questions you
may have.

[The statement of Mr. Miller follows:]
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Harris N. Miller became President of the Information Technology Asscciation of America (ITAA) in 1995, Miller
directs the day-to-day operations of the association and reports to the ITAA Board of Directors. ITAA is the
largest and oldest information technology (IT) trade association, representing 11,000 software, services, internet,
iclecommunications, clectronic commerce and systems integration companies. ITAA has grown more than 25%
each year that Miller has been President.

Miller is also President of the World Information Technology and Services Alliance (WITSA), an “association of
associations” representing 38 high tech trade groups around the world. Recently he has been named a member of
the Board of Directors of ITT Educational Scrvices, Inc.. a publicly traded corporation.

Miller leads ITAA’s public policy focus in other areas such as encryption, taxation. IT workforce shortage,
intellectual property, telecommunications reform, Year 2000 date conversion, and business immigration. He has
testified before Congress and state legisl on n issues, and bricfed federal, state, and local officials on
issues critical to the 1T industry. He was a member of the Board of Directors of the 1998 World Congress on
Information Technology. He has written and spoken widely on a variety of high tech issues and has been published
in various popular and academic journals -- among others, /7 Professional Magazine published by the Institute of
Electrical and Electronics Engineers, and 7he World Today published by The Royal Institute of International
Affairs. He also serves on the advisory boards of The Alliance for Technology Education (TATE) and /7 Staffing
Solutions, a Harcourt Brace Professional Publication. He is a much sought after conference presenter both
nationally and internationally.

Among many significant accomplishmenis during the past four vears, Miller:

e Conceived the ground-breaking study, “Help Wanted: The IT Workforce at the Dawn of a New Century,”
Under his leadership, ITAA produccd the National Information Technology Workforce Convocation, which
brought together leaders from education, government, and industry to formulate partnerships and "best
practices” to increase the quantity and quality of IT workers.

e Led the IT industry in supporting the passage of Telecommunications Act of 1996 and assuring statutory
protections for IT companies.

e Directed the association’s creation of a multifaceted Year 2000 Century Date Change Program. ITAA is
widely recognized by both gavernment and industry as the foremost trade association in the Year 2000 arca.
Played an instrumental role in formulating the International Year 2000 Cooperation Center (IY2KCC) and
conducted the first giobal summit on the Year 2000 issue, bringing together representatives from over 130
nations.

e Helped achieve numerous legislative and regulatory victories for the Information Technology industry,
including creation of the Foreign Sales Corporation credit for software exporters, extension of the Research &
Education tax credit, an Internct tax moratorium, cxtension of the H1-B visa limit for highly skilled foreign
professionals, and government procurement reform.

» Secured ITAA’s position as [T industry sector coordinator for Critical Information Infrastructure Protection
under Presidential Decision Directive 63.

e Appcared on numerous network and cable television programs, radio programs and has been quoted in
virtually all major national news publications. These include CBS, NBC, CNN, CNBC, BBC, Wall Strees
Journal, New York Times, Washi Post, B Week, Fi ial Times. The Economist and many morc.
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Introduction

I am Harris Miller, President of the Information Technology Association of
America (ITAA), representing over 11,000 direct and affiliate member companies
in the information technoiogy (IT) industry - the enablers of the information
economy. Our members are located in every state in the United States, and
range from the smallest IT start-ups to industry leaders in the custom software,
services, systems integration, telecommunications, Internet, and computer
consulting fields. These firms are listed on the iTAA website at www.itaa.org.

Chairwoman Morella and Chairman Horn, it is an honor to appear before your

joint Subcommittees. | want to commend you and your colleagues for holding -
this hearing on computer security as attention moves from the Y2K problem to

the next and even greater challenge—Information Security (Infosec), or Critical

Information Infrastructure Protection (CIIP), as it is also called.

Just as your two Subcommittees were the leaders in educating Congress and the
nation on the Year 2000 challenge, | know you will play the same role on
information security. When | first had the opportunities to testify before your
Subcommittees three years ago on Y2K, it was tough o scare up a quorum. But
because of your perseverance, gradually the country’s leaders, the American
people, and people around the globe became aware of Y2K. We must work
together to achieve the same resulit on information security.

Information technology represents over 6 percent of global gross domestic
product (GDP), a spending volume of more than $1.8 trillion, and over 8% of US
GDP, according to Digital Planet, a report recently released by the World
information Technology and Services Alliance (WITSA). WITSA is a group of 38
IT trade associations around the world, and | am proud to serve as president of
the organization. Enormous in its own right, the Digital Planet figures mask the
contribution made by this technology to the growth, competitiveness and vitality
of other industries. From China to Mexico, from Argentina to Germany, countries
have come to recognize that information technology is the engine of national
development, accelerating the expansion of business opportunity and investment
while acting as a buffer against economic downturns. The recent US Department
of Commerce report indicates that an incredible 35% of the nation's real
economic growth from 1895 to 1998 came from IT producers.

The Year 2000 software glitch and other well-publicized episodes of natural or
man-made disasters have also triggered an awareness of the importance of and
vulnerabilities posed by disruptions to information technology. But to focus on
the issue of computer malfeasance through a Y2K lens primarily is to peer at the
issue from the wrong end of the telescope. WIili there be some tampered code
and loss of intellectual or monetary assets as the result of disingenuous Year
2000 fixes? No doubt about it. But at the margins of a multi-billion industry,

Harris N. Miller i The Computer Sccurity Impact of Y2K
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similar losses are occurring with or without Y2K. The real issue is what we have
collectively learned about vulnerability from the date rollover, and where we go
from here with this knowledge. Unlike Y2K, the Infosec challenge is not a point
in time. Safeguarding our information assets is a job, which stretches from now
to eternity. And the evil doers are not just unscrupulous Y2K repair firms. The
Infosec threat comes in numerous guises. Mischief minded hackers. Disgruntied
employees. Corporate spies. Cyber criminals. Terrorists. Unfriendly nations.

Make no mistake about it: Information Security is the next Y2K issue for the IT
community and its users.

Aggressors attack at the point of maximum leverage. For modern society, this

means critical infrastructure—transpertation, telecommunications, oil and gas

distribution, emergency services, water, electric power, finance and government

operations. A critical information infrastructure supports all of these vital delivery

systems and becomes itself a target of opportunity for terrorists, adversary

nations, criminal organizations, and non-state sponsored actors. Disrupting the

underlying information infrastructure of a transportation or finance system often
can be as effective or even more effective than disrupting the physical

infrastructure. Why blow up a power grid, when destroying the computers that

control the power grid will have the same impact?

The International institute for Strategic Studies (lISS) recently published a study
on this topic citing one expert claiming he could bring down the U.8. information
infrastructure with 10 computer specialists and in 90 days time. This potential
vuinerability—even if overstated --raises numerous difficuit questions for industry
and government about how to best provide critical infarmation infrastructure
protection.

A recent Computer Security Institute (CSI) survey reports 62 percent of
companies have experienced computer breaches; 51 percent of respondents
reported financial losses due to computer security problems; criminal hacking
losses of the 163 responding organizations was placed at $123 miliion in 1998
and is climbing at an extraordinary pace. The Institute found that system
penetration by outsiders has risen in each of the past three years as has
unauthorized access by insiders. Twenty-six percent of respondents in the CSi
study reported theft of proprietary information and 27 percent reported financial
fraud. Twenty percent reported unauthorized use or misuse of websites.

Virus episodes like Melissa and Chemobyl are becoming more frequent. The
Symantec Anti-Virus Research Center estimates that new viruses are being
launched at a rate of 10 to 15 per day and that over 2400 currently exist. Thirty-
five percent are considered to be intentionally destructive.

Not all threats are man-made. As has been demonstrated by the 1927 Red River
flooding of Grand Forks, North Dakota; the 1995 Kobe earthquake in Japan; and

Harris N. Miller 2 The Computer Security Impact of Y2K
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- the 1994 Northridge earthquake in California; and South Florida’s Hurricane
Andrew in 1992, natural disasters pose substantial threats to both major systems
themselves and the critical information infrastructure on which their operation
depend. This is indicative of the fact that the physical element of the information
infrastructure requires a similar level of attention and concern. The Kaobe
earthquake, for instance, caused over 5000 deaths, damaged or destroyed
180.000 buildings and left 300,000 people homeless. Total damages reached
$147 billion.  Telecommunications and computer irfrastructures were out of
commission for weeks and, in some cases, months.

And then there is that set of "unintended consequences” associated with a new
and dynamic period in the evolution of technology. | refer to the Year 2000
computer bug as exhibit number one. As a global information economy, we
stand at the very edge of the Year 2000 divide. Just five months remain for
companies all over the world to complete their Y2K remediations. How
successfully countries will make this transition is the subject of much speculation.
The only sure prediction for Y2K prognosticators is that no one knows for sure
the Y2K endgame. Year 2000 underscores the interconnectedness of society
and its computers and the dependence of one on the other. Where we do not
have all the technology bases protected, we have social, economic, and political
vulnerabilities instead.

We have difficult challenges ahead. In the cyber realm, ambiguity reigns
supreme. What makes our new environment so different? Some of the factors
include: .

¢ Increasing technological and environmental complexity — new technologies
are replacing “old” ones at a breathtaking pace as hundreds of thousands of
new players enter cyberspace on an almost daily basis;

+ Boundless environment — geographic boundaries are irrelevant in cyberspace
raising jurisdictional conflicts;

Ambiguous laws;

e Anonymous adversaries — The anonymous nature of the Internet combined
with a lack of geographic boundaries makes it extremely difficult to distinguish
between nuisance hackers, vandals, criminals, terrorists and nation-states.
This results in indistinguishable motives or intentions;

e Conflicting responsibilities and jurisdictions — while cyberspace is boundless,
turf battles abound;

o Limited consequence management preparedness - if progress for
preparations for Y2K and the recent Melissa and Chernobyl viruses are any
indication, world-wide, individuals and enterprises are unprepared to manage
contingencies and consequences of such incidents;

¢ Low levels of awareness - it was, and is still, difficult to get leaders to focus
on Y2K as a major issue. We must now take pains to point out that Y2K is
solely one “incident” on the continuum of potential vulnerabilities to our critical
systems: the proverbial tip of the iceberg. A significant hurdle to meeting the

Harris N. Miller 3 The Computer Security Impact of Y2K
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most basic challenges, however, is low level of awareness and
understanding. These issues must be raised to the executive level;

» Limited human resources — The public and private sectors continue to
struggle to find the skilled workers to manage the resources they currently
have. Assuring our information infrastructures calls for mere highly
specialized individuals who are in extremely limited supply.

Government and Industry: Seeking Common Ground

Assessing the ultimate Infosec roles for government agencies and the private
sector is really very simple: our new information-based assets must be protected
and preservad. The proliferation of low cost computers and networks have
spread information technology to every quarter of society. As technologies have
advanced and been implemented, we have seen enormous payoffs in the form of
increased efficiency, increased productivity and newfound prosperity. Chairman
Alan Greenspan of the US Federal Reserve Board recently credited large
investments being made in computers and other high-tech products for the
dramatic boost in the nation's productivity. Even previcusly skeptical economists
now concede that [T driven productivity increases have enabled our country to
have what they said we could not have: high growth, low unemployment, low
inflation, growth in real wages.

Rights come with responsibilities. Participants and users must understand that
along with the obvious benefits of information technology are corresponding
commitments to protect IT. The societal stakes involved in critical information
protection compel government and industry to seek common ground on the
issue.

The road to this common ground will never be a straight line. On the contrary,
while the ends may be commonly shared, the policies that government and
industry will develop in order to provide this protection are likely to be quite
different.

For instance, government policy may seek to establish both internal and
externally directed standards to protect infrastructure elements from physical or
cyber atiack, to require systems fo delect when sattacks are imminent or
underway, to develop processes {o react to the attack, and {o reestablish the
critical service. By definition, if the service has been deemed critical to the
niation, then the federal, state and local governments will have increased interest
in the operation, management and protection of the private businesses and
services which comprise the infrastructure elements. The manner in which this
government concern is manifested can have a significant effect on private sector
interests.

Similarly, industry can be expected to react to infrastructure threats in
appropriate ways, guided by sound business considerations. Individual

Harris N. Miller 4 The Computer Security Impact of Y2K
ITAA



26

companies will make infrastructure protection investments commensurate with
the risk management principles in their industries. Government policies that
impose protection standards more stringent than those inherent in the private
sector risk mitigation process may not be acceptable. Additionally, requirements
for reporting incidents tc government operations centers and responding to
government directed reconstitution plans might impose burdens that need to be
developed in consultation with the private sector.

Private sector firms face other real world pressures in formulating an Infosec
response. First, companies run the significant risk of negative publicity and
exposure. Companies are concerned that revealing and admitting past mistakes,
shortcomings, negative experiences or incidents can open them up for criticism
from the press, their competitors, their customers and their shareholders. Along
the same lines, and for good reason, companies are |oath to share proprietary or
privileged corporate information. Additionally, firms run the risk of harming
consumer, customer, partner and investor confidence. The private sector is also
unprepared fo share information and/or experiences cut of fear that such
information will be misused, abused or released to the public by the government
or competitors. Lastly, with the focus in today's corporate world on the immediate
bottom line, most firms see no clear short-term return on their information sharing
investment.

To minimize the likelihood of, minimize the possible impact from, or prepare a
response to a coordinated, comprehensive attack on critical US infrastructure will
require coordinated, comprehensive teamwork by government and industry. No
matter what the business or political pressures, we all have a stake in protecting
our information infrastructure. The nature of that teamwork is being decided
through national debate, substantive analysis and constructive dialogue. As we
look ahead, our nation is in need of new modes of cooperation, collaboration and
experience sharing among the private sector and between the public and private
sectors. Year 2000 is the wake-up cail. A well prepared and informed private
sector can work with government to find the proper balance which optimizes the
government's need to protect the critical infrastructure with business’' need to
manage risks appropriately.

Significant reservations on the part of both private industry and government to
fully collaborate on these important issues exist, however, which ITAA is
attempting to address from both a theoretical and practical viewpaint.

Infosec: Establishing First Principles

in developing industry positions on national Infosec issues, ITAA has established
an initial list of general principles that will guide the development of future policy.

Harris N. Miller 5 - The Computer Security Impact of Y2K
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o The protection of the national information infrastructure must be based on the
minimum amount of government (federal, state, and local) regulation as is
feasible.

e The cost of protecting the national information infrastructure must be kept fo
the lowest level possible commensurate with the threat and the
consequences of attack. Parties must be able to differentiate between
potential vulnerabilities and specific threats.

e Indusiry owns and operates the Global Information Infrastructure and, as
such, has primary responsibility for Infosec requirements, design and
implementation.

« Industry and government share an interest in the profiferation of a free and
open Internet, electronic commerce, other value-added networks, and an
efficient, effective information infrastructure generally.

e In protecting these resources, the specific and immediate priorities of
government and industry are apt to diverge.

¢ Industry will be guided by business considerations to protect itself against
physical and cyber-attack as the threat to the information infrastructure
evolves.

e Where corrective Infosec action is required to protect the public good,
government must identify such instances and create appropriate funding
mechanisms.

e The Internet and electronic commerce are inherently giobal in nature;
therefore, information security will require collaboration amang international
bodies.

o Infosec measures must be commensurate with the threat involved; risks must
be eppropriately identified and managed but not magnified or émbellished.

e Positive interaction between govemment and industry is essential. Among
issues which will require on-going communication and assessment is the
need {o balance the Constitutional right to privacy with national security
concerns.,

= Industry must monitor the private sector portion of the national information
infrastructure and cooperate both internally and with government in reporting
and exchanging information concerning threats, attacks, and protective
measures, Coordination among principals must facilitate creation of early
warning systems,

Harris N. Miller 6 The Computer Security Impact of YZK
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in creating the information infrastructure, as well as attendant tools and
technologies, industry must be provided safe harbor protections and its works
viewed as incidental to losses caused by criminal or malicious misbehavior or
natural disasters.

Distinctions must be made among cyber-mischief; cyber-crime and cyber-war
to clarify jurisdictional issues and determine appropriate responses. The
adequacy of current laws to prevent these threats must be reviewed.

Existing {aws must be adapted as necessary to allow appropriate levels of
information sharing among companies, and between the private sector and
government.

Current policy in areas such as the R&E tax credit, software encryption,
workforce fraining and long-term government research, and development
funding must be reviewed in light of common infosec goals and objectives.

Law enforcement agencies must gain sufficient cyber-crime expertise to
combat specific threats and to investigate specific criminal acts.

Emergency response organizations must gain sufficient disaster recovery
expertise to minimize the effect of catastrophic events on the information
infrastructure.

implementing this diverse set of principles will require substantial work,
resources, and cooperation.

Difficuit issues Remain

At this nascent stage, many questions remain unanswered:

What are the criteria for determining the individual elements of the critical
information infrastructure, and who is involved in the determination?

What should be the process/imechanism by which the government will provide
threat, indications and warning information to critical information infrastructure
companies?

What legislative remedies are necessary to overcome the current legal
barriers to information sharing?

Will shared information be protected from FOIA requests?

What threshold should be established for reporting anomalous activity? What
type of reporting will be required, given that industry will be motivated to

Harris N. Miller 7 The Computer Security Impact of V2K
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monitor and protect itself against cyber-attack for business reasons, and how
will reported information be protected?

» - What government restricticnsflegislation must be modified or lifted so that
private sector companies may implement active cyber-defense andfor
counter-measures (i.e., anti-trust provisions leading to NSTAC-like
organizations)?

e What type of organization(s) shouid plan and execute the strategy for critical
information infrastructure defense?

o What policy determinations are required to distinguish between law
enforcement and national security {warfare) jurisdictions as a resuit of attacks
on critical information infrastructure elements?

» How should industry organize itself to represent private sector views, to
exchange relevant ‘lessons learned,” and to participate in policy
development? Given that IT is both a vertical industry sector itself, but also
underlies all the other vertical sectors, what should be the relationship
between the IT sector and the others?

o What considerations must be allowed for thoss elemenis of the critical
infrastructure, which are foreign controlled or are part of multi-national
businesses, considering that most infrastructures are international in nature?

* How should the information technology private sector assess the implications
of liability and insurance for critical services?

s s there a sufficient research and development effort underway to improve the
abilily of the private sector to monitor and protect its designated critical
elements? Who should fund this effort? How should R&D information be
distributed?

s If information system security becomes a competitive market differentiator,
how will the private sector accommodate the needs of the government for
infrastructure protection while maintaining market competitiveness? :

» How does our couniry develop a corps of IT workers with particular skills to
focus on security and infrastructure protection, particularly in light of the
overall IT workforce shortage?

In addition to substantive legal and policy issues, less tangible concerns must
also be addressed, particularly the development of trust—within the private
sector and between the private sector and government. ITAA and its member
companies are working with government to help build the necessary bridges. |
would like to describe briefly a few of these initiatives now.

Harris N. Miller 8 The Computer Security Impact of Y2K
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ITAA and Infosec

ITAA is taking a number of actions, has initiated programs, and motivated its
membership to address the Infosec challenges that the nation and our industry
face. ITAA realized the importance of this issue and took it on over two years ago
with the establishment of a dedicated Critical Information Protection Task Group
to examine and analyze policy developments in this area and to offer input into
the policy process. in the past vear iTAA's Critical Information Protection Task
Group, now called the information Infrastructure Assurance Committee (IAC),
has continued its mission of providing ITAA outreach and education to
Administration officials, federal civilian, military, national security, and law
enforcement agencies, Congress, the media, international organizations, and the
public on the issues of information security and assurance. The IAC has been
very active particularly in the wake of Presidential Decision Directive 63 (PDD63),
which was issued last spring. IIAC activity is increasing as federal agencies and
industry grapple with the implementation of PDD63 which has provided the initial
outline and direction for the development of a more comprehensive national
infrastructure protection strategy and plan.

In the past 12 months, much has happened. Through the IIAC, our members
have been active in what has been the rapid development of information
infrastructure security issues and policy. Our organization has produced one of
the first concerted industry efforts to address Infosec issues. We have issued
white papers focused on critical information infrastructure protection. We
prepared an industry response to President's Commission on Critical
Infrastructure Protection (PCCIP) report and recommendations when they were
released in the fall of 1897.

Since then, we have held frequent meetings with representatives across the
government to educate, discuss and provide input into the evolving national
policy developments.

in February of this year, the Department of Commerce selected ITAA as a Sector
Coordinator for the Information and Communications Infrastructure sector, in
conjunction with two other associations focused primarily on the
telecommunications  industry—the US Telephone Association and the
Telecommunications industry Association. As a Sector Coordinator, we are
continuing to work with the federal government and, in particular, with NTIA on
the implementation of PDD 63.

Education and outreach will be critical to the success of our efforts. This March,
ITAA created the framework for a new Cybercitizen Partnership in conjunction
with Attorney General Janet Reno. The Partnership wili focus on promoting
individual responsibility in cyberspace and creating a public-private sector forum
for exchange and cooperation. Through the Partnership, private sector
representatives hope to work with federal partners, including the Attorney
General, the Department of Justice and National Security Agency
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representatives, on development of a critical infrastructure protection education
and awareness campaign and other initiatives. In addition to an awareness
campaign we will be coordinating with the FBI's National Infrastructure Protection
Center to identify and coordinate industry representation and participation in
Center activities to build the communication and trust that will be so essential in
moving forward.

Also of note: In October 1998, | was appointed by the World Information
Technology and Services Alliance (WITSA) to chair a new task force on critical
information infrastructure. WITSA has been quick to recognize the need for
industry to take a proactive role in protecting information infrastructures. At a
meeting in Taipei earlier this spring, WITSA members approved a policy
staternent that encourages government-industry dialogue at the local, national
and international levels. ’

While both private industry and governments at all levels agree that there is a
growing need to address the challenges of infosec, there is little agreement on
what measures, if any, should be taken to protect those infrastructures. At the
heart of the Statement is the message that indusiry has a vested interest in
anticipating and confronting infrastructure threats in appropriate ways, guided by
business considerations. While countries have very different ways of
approaching Infosec, WITSA believes that it is of critical importance that
governments and international organizations always cooperate fully with industry
in shaping information security policy.

in all honesty, we at ITAA face a daunting job of convincing the IT industry to
work with these agencies on these initiatives. It is a challenge we must step up to
if we are to achieve any degree of success in opening lines of communication.
Our industry continues to have reservations about working too closely with the
federal law enforcement and national security community, particularly with the
scars of the encryption conflict still fresh.

ITAA and our members wiill continue to look forward to cooperating with all
agencies and elements of government to meet the Infosec challenges. Yet we
feel that NTIA is the proper representative to work with our industry to begin to
build the necessary levels of cooperation to help develop the National
infrastructure Protection Plan. Within DOC, NTIA has the knowledge of and
experience and relationships with the IT and Communications industries that are
necessary.

Over the past two years, ITAA, its members and the IT industry have begun to
develop collegial and constructive relationships with the leadership and staff of
the Department of Justice (DOJ), the National Security Council (NSC), the
National Security Agency (NSA), the National Information Protection Center
(NIPC), the Critical information Assurance Office (CIAQ), the Commerce

- Department (DOC), NTIA and the Critical Information Infrastructure Assurance
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Program Office (CIIAP) at NTIA in their capacity as the lead agency for our
industry. While significant, positive levels of f{rust, cooperation and
communication have been developing; the important work that must be done has
barely started. This is not because of any lack of desire or ability on behalf of
NTIA or the CIIAP Office, but because they have been asked to do their job
without the necessary resources. They lack even the minimum funding and
support that is necessary for them to carry out their mission, It is essential that
the necessary programmatic funding and resources be appropriated 1o the NTIA
to carry out its mission. $3.5 million is a smail price to pay for getting these
important programs moving down the track.

Conclusion

The U.S. and much of the world are building their economic house on an
information technoiogy foundation. This is extremely positive approach to take,
delivering tangible benefits to a fast growing percentage of the world's
population. As we build this house which reaches to a better, more prosperous
and democratic future, we must be ever vigilant of cracks in this structure. If
Year 2000 is the first challenge to place our economic house at risk, failure to
adopt a rigorous approach to Infosec will be the second and even more
dangerous. | have offered a conceptual framework on which government and
industry can work towards common ground. ITAA and its member companies are
commitied to a private sector leadership role in insuring that the necessary,
timely and cost effective solutions are implemented.

Thank you and | would be happy to answer any questions you may have.
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Chairwoman MORELLA. Thank you, Mr. Miller. And I want all of
the panelists to know that the entirety of their statements as sub-
mitted to us will be included in the record, and I know that you
have submitted extensive statements, and we appreciate that.

Mr. Rich, I now recognize you, sir. May I indicate that we have
been joined by Mr. Bartlett from the great State of Maryland. Mr.
Rich is from Maryland, Mr. Bartlett.

STATEMENT OF L. DEAN RICH

Mr. RicH. Thank you. Chairwoman Morella, Chairman Horn, and
Members of the Subcommittees, I appreciate the opportunity to ap-
pear before you and I thank you for continuing to address the prob-
lems associated with information assurance and national critical
infrastructure. As a lead into Y2K, I'd like to submit that Y2K,
while a problem in itself, is a manifestation of a much larger
issue—overall infrastructure assurance. We can look at Y2K as a
wake-up event to better understand and manage those systems
ichat are increasing in control or influencing every aspect of our
ives.

I come to this Committee with a background of information secu-
rity as a Naval Reserve Officer in the Naval Cryptologic commu-
nity and as a businessman working with industry to address the
very issues we are discussing today. I support the Naval Criminal
Investigative Service in my reserve capacity addressing threat
issues. In my civilian position, I am currently with WarRoom Re-
search as Vice President of Security Services, addressing both
threat and vulnerability issues.

You might recall that WarRoom research services the U.S. Sen-
ate’s Permanent Subcommittee on Investigations under the 1996
Security in Cyberspace Hearings where we collected information
security risk profiles of 205 Fortune 1,000 corporations.

As we move even further into the digital age, those elements that
comprise electronic commerce, networked systems, and national in-
frastructure are increasingly at risk. In order for this networked
world to be viable and to be able to operate without concern and
with all the worries transparent to the user, there must be an un-
derpinning of robust security. Often we take security for granted
or, using traditional cost analysis, will accept a certain level of risk
as a cost of doing business. However, in today’s environment, the
cost of doing business without a strong security posture is too high.
Yet many are unaware of these costs. In order to understand the
new requirements of the digital age, governments and businesses
must understand that security can no longer be an afterthought or
redlined when budgets get squeezed. Security must be integral to
one’s overall management picture.

To effectively manage security, one must manage risk. I believe
in the formula risk equals threat multiplied by vulnerabilities and
apply it to my own business decisions. You can see that with zero
threat no matter the vulnerabilities, you will have zero risk. Like-
wise, if you have zero vulnerabilities and a world of “bad actors,”
you have zero risk. Unfortunately, we have a great number of both,
which is driving the risk index skyward.

Vulnerabilities within our infrastructure are exposed on almost
a daily basis. The scale of the infrastructure affected magnifies the
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impact of these vulnerabilities. Popular computer programs that
get larger distribution have a larger impact. This has been dem-
onstrated recently by a vulnerability that allows the promulgation
of Macro viruses via e-mail. Using the risk formula, this vulner-
ability would not be an issue if it were not for the immense threat
we live with on a daily basis.

I believe the threat to our infrastructure is real. During the hear-
ings on security in cyberspace in June of 1996, Mr. John Deutch
did a great job of summarizing the threat and the need for in-
creased public awareness. Many companies and government agen-
cies have taken a skeptic’s approach when discussing threats. They
will say, “My network and systems are running fine. I don’t see any
threat here.” They lack the ability to see the threat and, therefore,
deny it exists. They would be surprised to see, with an intrusion
detection package—or intrusion detection application on their
Internet perimeter, they would detect at least one unusual occur-
rence a day.

A number of years ago, while on active duty in the Navy, I was
deployed aboard a submarine for a couple of months. Having an in-
terest in the sonar system, I asked one of the crew to give me an
overview. The young officer was very proud of the system and said,
“If something were out in the water, we would hear it.” I caught
him by surprise when I said, “So, let me get it straight. If you don’t
hear, it isn’t there?” I think that overconfidence in current capabili-
ties and the unwillingness to “think out of the box” will lead to
complacency. You need to look before you can see the threat. I sup-
port innovated efforts to look where no one has looked before.

I'd like to share a couple of short stories, and I will keep it to
the first one in the interest of time. In early 1995, I was running
a vulnerability assessment on a large number of Internet connected
systems operated by the Department of Defense—a Department of
Defense organization. During the assessment, I entered a computer
that was used by software developers to maintain the source code
for a communications package. The source code was clearly unclas-
sified, but it was disturbing for me to know its only use was on a
classified network. A “total systems” approach was not used when
implementing a support structure for the communications package.

Others have demonstrated similar events over the last couple of
years, and we'll still continue to have these problems.

I'd like to address the Y2K vulnerability issue. A recent news-
paper article brought to light a problem of outsourcing Y2K remedi-
ation and the threat of foreign nation states inserting backdoors for
future year. I believe this is a valid threat and agree it needs to
be addressed today. On the other hand, many Fortune 500 compa-
nies have been outsourcing source code development and mainte-
nance for years. A large number of these U.S. companies have per-
manent network connections into their corporate networks to facili-
tate the work from overseas. I can tell you that without intrusion
detection or traffic analysis, these foreign companies have the po-
tential to run free and obtain unauthorized access to U.S. corporate
proprietary information.

In summary, I would recommend programs that support a total
risk management approach to infrastructure assurance. I rec-
ommend protecting the critical path and the life cycle of high-value
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infrastructure, not just the end product. Keeping vigilant in the
search for vulnerabilities and new threats. I fully support the re-
quirement for collaboration between government and commercial
organizations. We will not survive as a country without a frame-
work of trust, dialogue, and collaboration. I look forward to work-
ing with this Subcommittee and others on this issue within the
months to come.

Again, thank you for the opportunity to speak, and I'd be happy
to answer any questions.

[The statement of Mr. Rich follows:]
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Chairwoman Morella, Chairman Horn, and members of the sub-committees, I appreciate the opportunity to
appear before you and I thank you for continuing to address the problems associated with information

and national critical infy ture. As a lead into Y2K, I’d like to submit that Y2K, while a
problem in itself, is a manifestation of a much larger issue—overall infrastructure assurance. We can look
at Y2K as a wake up event to better understand and manage those systems that are increasing in control or
influencing every aspect of our lives.

I come to this committee with a background of information security as a Naval Reserve Officer in the
Naval Cryptologic community and as a businessman working with industry to address the very issues we
are discussing today. 1 support the Naval Criminal Investigative Service in my reserve capacity addressing
the threat issues. In my civilian position I am currently with WarRoom Research, as Vice President of
Security Services addressing both threat and vulnerability issues. You might recall that WarRoom Research
served the U.S. Senate’s Permanent Subcommittee on Investigations under the 1996 Security in Cyberspace
Hearings where we collected information security risk profiles of 205 Fortune 1,000 corporations.

As we move ever further into the digital age, those elements that comprise electronic commerce, networked
systems, and national infrastructure are increasingly at risk. In order for this networked world to be viable,
to be able to operate without concern and with all the worries transparent to the user, there must be an
underpinning of robust security. Often we take security for granted or, using traditional cost analysis, will
accept a certain level of risk as the cost of doing business. However, in today’s environment, the cost of
doing business without a strong security posture is too high—yet many are unaware of these costs. In order
to understand the new requirements of the digital age, governments and busi must und d that
security can no longer be an afterthought or redlined when budgets get squeezed. Security must be integral
to one overall management picture.

To effectively manage security, one must manage risk. I believe in the formula Risk = Threat multiplied by
Vulnerabilities and apply it to my own business decisions. You can see that with zero threat no matter the
vulnerabilities, you will have zero risk. Likewise, if you have zero vulnerabilities and a world of “bad -
actors”, you have zero risk. Unfortunately, we have a great number of both, which is driving the risk index
skyward.

Vulnerabilities within our infrastructure are ‘exposed on an almost daily basis. The scale of the
infrastructure affected magnifies the impact of these vulnerabilities. Popular computer programs that get a
larger distribution will have a larger impact. This has been demonstrated recently by a vulnerability that
allows the promulgation of Macro viruses via email. Using the risk formula, this vuluerability would not be
an issue if it were not for the immense threat we live with on a daily basis.
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Ibelieve the threat to our infrastructure is real. During the hearings on “Security in Cyberspace”, in June of
1296, Mr. John Deutch did a great job of summarizing the threat and the need for increased public
awareness. Many companies and government agencies have taken 2 skepiic's approach when discussing
threats, They will say, “my network and systems are running fine, I don’t see any threat here”. They lack
the ability to see the threat and therefore deny that it exists. They would be surprised to see that with an
intrusion detection application on their Internet perimeter, they would detect at least one unusual
occumrence each day. A number of years ago while on active duty in the Navy, I was deployed aboard a
submarine for 2 couple of months. Having an interest in the sonar system 1 asked one of the crew to give
me an overview. The young officer was very prond of the system and said that if something were out in the
water, we would hear it. T then caught him by surprise when I said, “so, Jet me get this straight, if you don’t
hear it, it isn’t there?” I think that overconfidence in current capabilities and the unwillingness to “think out
of the box” will lead to complacency. You need to look, before you can see the threat. I support innovated
efforts to look where no one has looked before.

1"d like to share a couple of short stories to make a point of how vulnerabilities in 2 low value environment
can migrate to a high value environment,

«  Inearly 1995, I was running a vulnerability assessment on a large number of Internet connected
systerns operated by a Department of Defense organization. During the assessment, I entered a
computer that was used by software developers to maintain the source code for a communications
package. The source code was clearly unclassified, but it was disturbing for me to know its only use
was on a classified network. A “total system” approach was not used when implementing a support
structure for the communications package.

«  During the fall of 1995, I was asked to give a demonstration of network based vulnerabilities to the
Naval Research Advisory Committee. T brought in my home computer running a popular eperating
system called Linux. I then proceeded to dialup to the Internet through a commercial Internet provider
to give an unrchearsed demo. Right before their eyes I was able to find a system that did not have a
“root” or system administrator password. We found that the system was running a 30-GigaByte Oracle
database used for joint logistics support. Clearly the systern was not configured propetly and given the
vaine of the data, one would think it should have had some form of intrusion detection implemented.

Others have demonstrated similar events over the Jast couple of yoars and we still continue © have these
problems,

1'd like to address the Y2K vulnerability issue. A recent newspaper article brought to light a problem of
“outsourcing” Y2K remediation and the threat of foreign nation states inserting “backdoors” for future use.
Tbelieve this is a valid threat and agree that it needs to be addressed today. On the other hand, many of the
Fortune 500 companies have been “outsourcing”™ source code develop and mai for years. A
large number of these US companies have permanent network connections into their corporate networks to
facilitate the work from overseas. I can tell you that without intrusion detection or traffic analysis, these
foreign companies have the potential to run free and obtain unauthorized access to US corporate propriety
information.

In y, [ would d programs that support a total “Risk Management” approach 1o
Infrastructure Assurance. I recommend protecting the “critical path” and life cycle of high value
infrastructure, not just the'end product. Keeping vigilant in the search for vulnerabilities and new threats,
1 fully support the requirement for collaboration between government and commercial organizations. We
will not survive as a country without a framewark of trust, dislogue and collaboration. I look forward to
working with this Subcommittee and others on this issue in the months o come.

Again, thank you for this opportunity to speak with you and I would be happy to answer any questions.
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L. Dean Rich, Vice President, WarRoom Research Inc.

As Vice President at WarRoom Research, Mr. Rich leads the firm’s Security Services
business supporting Business Intelligence. e

Mr. Rich joined WarRoom in July 1999 after serving as Vice President and Chief Security
Officer for USinternetworking Inc, a market leader Applications Service Provider. Mr.
Designed and established a robust security program to address the ever increasing threats
and vulnerabilities associated with Internet connectivity. Prior to USinternetworking, Mr.
Rich held senior positions with Booz-Allen & Hamilton and Internet Security Systems.

Mr. Rich has fifteen years of experience in the field of security. He designed the
configuration and implemented the nation's first federal 'network wiretap’ in supportof a
historical Department of Justice case against an international hacker. Mr. Rich has
extensive experience in multi-platform system/network analysis, operations, and
management, and is a specialist in conducting penctration analysis. He designed and
wrote the original software program used by the Defense Information Systems Agency
(DISA) to conduct penetration analysis of networked systems (SeaWitch). Mr. Rich, while
on active duty in the US Navy, designed and implemented the US Navy's Defensive
Information Warfare Program at the Fleet Information Warfare Center. Mr. Rich is the
author of "UNIX Security: a Penetration Analysis of Navy Computer Systems,' and '
Military Computer Network Security in the UNIX Environment.' He has a Bachelor of
Science in Marine Engineering from the Maine Maritime Academy and a Master of
Science in Computer Science from the Naval Postgraduate School in Monterey, CA.
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{410) 571-1080
deant@warrcomrasearch.com

Senior Levei Execulive for Innovative Technology and information Security

M.S. Computer Sci , Naval P te School, M y CA, 1952
8.8. Marine Engmeeﬂng. Maine Maritime Academy, Castine Mame 1985

Broad professional background in leadership, management and technical positions.

Desi § and impl the o ion of our Nation's first federal “network wiretap” in
support of the Depariment of Justice case against an Argentine national named Julio Cesar
Ardita. This case made history in that it was the ﬁrst ume law enforcemant had received
D d for a "wiretap™ without ! in the afiidavit. The Judge
allowed monitoring to occur based on kmvm methads unique to the “hacker” after
“minimization” rules had been approved to protect innocent citizens’ privacy.

™

per m;mm / 2 fysi: ons, and

with on in conducH trati ih igned and
wrote the original software program used by zhe Defense Inionmatxon Systems Agency
{DISA) to conduct penetration analysis of r ystems. A major emphasis of the
penetration analysns has been in evaluating UNIX secunly contmls and associated nsk
to protect national data, proprietary i
Integmy and conﬁdermamy o | privacy data and enhance user produdmty

VICE PRESIDENT SECURITY SERVICES - Joined WarRoom Research Inc., a business
intelligence Company, in July 1989, Responsible for providing a number of securily services

focused on a secure nent for the exchange of very sensitive/propriety information.

Becurity services offered become a catalyst for a dlient’s business intelligence program.

VICE PRESIDENT/CHIEF SECURH'Y OFF*CER —~tead a team of securily experls to design
and imp a “Totai St y gram for USint king inc. The
program addressed security at every layer ofthe 18O networking model. LISi is considered
the leader in Internet based Managed Applications (iMAP) where a good sirang security

program is paramount to ctiain and maintain client frust. {July 1998 —May 1899)

REGIONAL DIRECTOR - Professional Services Director for intemet Security Systems inc.

R for Ning and ing a team of security professionals that specialize in
vu!nexabllrty and threat daemon Fecus of this work is in offering subject matter expents o
nelp eustomers with i gration of the ISS ite of products and alt

security related issues. (Dec 1897 ~ July 1908)

CORPORATE PRESIDENT Presndentd Strateglc y Soluti ne (Ssl) in

i 83l p i {0 comp that wish to
achieve “seif-refiance”, Assistance is provided ina mumphase approach: Opetations
Assessmeant, Risk Assessment, Risk Raduction Plan, Training and Reduction Plan
Implementation. The last phase is a “Step-Back with Retainer” service providing long-tefm
strategic consuiting support to corp {June 1887 — Nov 1987).

MANAGEMENT CONSULTANT - Spacialized in providing short focused vulnerabllity
assessments to commercial companies cailed “Commercial RedTeams”. These RedTeams
were designed to test any aspect of information protection measures implemmented at a
chient's site. Testing primarily focused on LAN/WAN aliack scenarios but also included other
means to gain data/access to lnciude “soial engmeenng phyucai access and “dumpster
diving”. Each perational nent, risk 1t and a risk
reduction plan.

Booz-Allen & Hamilton inc., Melean VA, November 1898 — May 1897,
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PROGRAM MANAGER - P fly designed and implemented the U8, Navy's Defensive
information Warfare Program at the Fleet information Warfare Center. Exercised overatt
management, contrd and technical authority for the Navy Computer Incident Resp
Team (NAVCIRT), Vi iy A is and Assk Pragram (VAAR) and the

Security Incident Mﬁwement Program {ASIMP}.

Autorrated
- Flest information Warfare Center, Nodnik VA July 1885 - Novernber 1806,

DEPARTMENT HEAD - ir ion Systems Technical M for |
multi-finctional Local and Wide Area Networks pmcessmg mnsnhve nahonal defense
data. Createé 2 d and d gn infc hased on

% i the protection, oy the integrh of proprietary and access
information.

Naval Security Group Activity, Pensacola FL. January 1883 - June 1985,

PROGRAMBER - Designed, integrated, and tested user software applivations which

effectively and efficiently protect sensitive data, without degrading service or end uger

producthmy Amajority of these applications deal with information seciirity or user
account management and billing for !memetsnwieepxwadem.

Janzery 1931 — Novamber 1696.

TECHNICAL MANAGER - Lead technics! manager for a project that transferred mission
gritical national defense procsssing from a DEC PDPH 170 o a deskiop 388 personal
computer, This projaat saved the Navy an estimated $750,000 annually.

Naval Security Group Activity, Fort George G. Meade MU Jun 1888 - Jun 1980,

During the period of June 1978 and August 1880, iwassemmg;nmeUSNmas

an Elecironics Technician with 2 apetiziy in Satelite &

graduation from Maine Martime Acadermy in Aprf of 1085, !mmwma Naval
Officer and reconvened my Maval career. As a Navat Officer | held a number of challenging
positions both at se0 ind ashare. | hawe leed and managed up to 53 personnel and held
mmmaEwmmOﬁw Eloctricat Officer, Weapons Officer and

g Officer. § changexd my career path from Warfare 1o
during the sumener of 1988,

; Maci Ye HP HFWY; 1B PC{compatible); VAXPLIM seres);
Dpemting Symm UNIX BSD, SUNOS, HP-UX, SCOJ DECVAXAME, MS-DOS
Tonts/Applications: OpeniVindowes; 3\ Wmdm MSWindows; WordPerfect; MS-EXCEL,
MS-Word: Lotus 123; Harvard Graphios; VAUVMS Utilities; and various other applications.
Progeamming Languages: Pard, ANSI C; O+ ADA; FORTRAN; Basic,

THISC! based on a S8B! and palygraph

URIX Becurity: A p i tyel ﬁmwmmpmrsmmimma
Nava! Postgraduate School, A oy CA, 1952
Hilitary Comp N ke S y in the UNIX Envirosment, IEEE Miltary

Communications Conference, 1982,
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Chairwoman MORELLA. We thank you very much, Mr. Rich, and
it’s now my pleasure to recognize Mr. Bennett.

STATEMENT OF WAYNE D. BENNETT

Mr. BENNETT. Thank you, Chairwoman Morella, Chairman Horn,
members of the Subcommittee. My name is Wayne Bennett. I'm a
partner at the law firm of Bingham Dana, and I chair the Commer-
cial Technology Practice Area at our firm. Thank you for inviting
me to this hearing.

The nearly boundless creativity of the criminal mind will likely
one day result in a billion dollar computer fraud. But I believe the
apparent increased risk presented by the Y2K remediation effort is
more than offset by the improvements in remediation procedures
that have been implemented at large and mid-sized companies pre-
cisely to deal with the behemoth Y2K effort. When the billion dol-
lar fraud occurs, its connection to the Y2K remediation effort will
be more in the nature of serendipity than statistical inference, and
law enforcement will be in a better position to identify the perpe-
trator because of the changes that the Y2K effort has brought.

Consider the recent testimony of Gary Beach, Publisher of CIO
Magazine, before the Senate Special Committee on the Y2K Tech-
nology Problem. I'm a member of the CIO Magazine editorial advi-
sory board, and I can attest to the efforts that organization has
made to look past the Y2K hype and its coverage. While the pur-
pose of Gary’s testimony was to report the results of a Y2K track-
ing poll, Gary added a particularly incisive thought at the conclu-
sion of his remarks that one positive legacy of the Y2K exercise is
that many companies were finally moved to undertake comprehen-
sive inventories of their information technology systems.

I would expand on that notion of a positive legacy. The learning
at many corporate IT departments, particularly at mid-sized cor-
porations, has been greatly enhanced since the Y2K wake-up call
went out. My clients are from diverse industries, including banks,
mortgage companies, manufacturers, distributors, broker dealers,
grocers, IT hardware, software, and services lenders, and e-com-
merce companies. Many of them contacted leading experts to teach
their IT personnel the best industry practices for implementing
their Y2K projects, and they’re applying that learning to their
maintenance activities generally.

Before the Y2K exercise, systems maintenance was in some IT
shops just a tedious chore that was relegated to anonymous junior
programmers. Maintenance was a stepchild, and many IT depart-
ments struggled with version control, documentation, and account-
ability. Often IT personnel would open a source code file and find
no written clue regarding who worked on the code last, what
changes had been made, or even when or why it was changed.

The best maintenance practices recently introduced by consult-
ants have a by-product. Many systems environments are now more
secure than they were just a couple of years ago. For example, the
introduction of project notebooks requiring formal sign-offs by re-
sponsible employees and contractors have employees staking their
reputations on their work. Each sign-off indicates that a software
routine is ready and that it successfully integrates into the larger
system. Testing naturally becomes more comprehensive. Validation
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efforts are enhanced to ensure that no unwanted changes have
been introduced into the system. Internal and external auditors re-
view project notebooks as part of their Y2K and technology oper-
ations audits. Reports are generated at each management level
until a summary is presented to the board of directors. Visibility
and accountability at every level has increased. Security has been
enhanced.

Trap doors and the attendant risk of major fraud have been
around since shortly after the beginning of commercial computing.

Then you enacted the Computer Fraud and Abuse Act of 1986,
the Information Infrastructure Act of 1996, the Economic Espio-
nage Act of 1996, and the No Electronic Theft Act of 1997. The
criminal laws are in place. Now, with the introduction of better
maintenance practices, the forensic evidence is more likely to be
available to track down a wrongdoer.

A billion-dollar fraud is inevitable at some point since no security
system is completely airtight. But is it more likely now as a result
of the Y2K effort? I don’t think so.

Consider the current criminal opportunity. With increased scru-
tiny of every line of code, choosing this juncture to hide nefarious
software in systems is akin to the decision of a second story man
choosing to burglarize the police chief’s house. Some burglars may
find the prospect challenging, but most won’t and those that do will
find the going rather rough.

At the July 22nd Senate Y2K hearing, Senator Bennett put the
question of the reported increased security risk to a panel of IT ex-
ecutives. The panelists acknowledged that the security risk is in-
creasing every day because of the increase in computer usage gen-
erally. But they also responded that the procedures implemented to
perform Y2K remediation make them more confident today that
while they can never fully prevent a security problem, they can at
least better now detect a security problem.

These procedures can fail, so we need to be ever vigilant about
security. But we should also be careful about any message that we
send to those thousands of employees and contractors who are hon-
estly and diligently trying to solve the Y2K problem.

The Nation’s IT personnel are right now working at a breakneck
pace doing thankless, yeoman’s work against an unforgiving dead-
line. If they succeed in their Herculean task, some—perhaps even
some here today—will question why we spent billions of dollars on
a crisis that never came about. If they fail, they will be blamed.

At this point, I suggest that we let the security officers quietly
pursue their jobs while we lend all necessary support to the em-
ployees and contractors working on the Y2K effort—without any in-
advertent suggestion from any quarter that any of them might be
criminals, even in the face of continuing risk. The job of fixing the
Y2K problem and the consequences of failure are so enormous that
the ongoing risk of fraud pales by comparison. We should keep our
focus over these next critical few months.

Thank you for your time.

[The statement of Mr. Bennett follows:]
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Tesh y of Wayne D. 1

Chairweman Morelia, Chairman Hom, Members of the Subcommiftee, my nome is Wayne Bennstt. |
om a poriner of the law firm of Binghom Dona and | Chair the Commercial Technology Practice Area
ai our firm, Thank you for the opporiunity to present my views here today.

! was asked by the jcint committee to testify conceming the recent GartnerGroup report regarding
the "Year 2000 and the Bxpanded Risk of Finoncial Fraud.” Thot report sugges's that that the risk of
elechenic financial theft and fraud will have “vastly increased” as o result of Y2K remediation efforts
becouse s0 much remedial programming activity invokes the "law of lorge numbers” with respect to
the likelihood that unauthorized changes could e made, causing financial ham. The report predicis
with 70% probabiiity thot ot least one publicly reporied $1 bilion fraud will occur by 2004, The report
raises serious concerns about the confiuence of Y2K and security risks.

| do not daubt that the nearly boundless creativity of the criminal mind will likely one day sesult in o §1
biion computer fraud. | would suggest, however, that the increosed sk presented by the YK
remediation effort is.more than offset by the improvements In remediafion procedures, particulery in
the area of accountability, that have been implemented at large and mid-sized companies precisely
to deal with the behermoth Y2K effort. That billion dolftar froud will one day oceur, biut | befieve that its
connection 1o the Y2K remediation effort would be more in the nature of serendiphty than statisticol
inference; and law enforcement will be in ¢ better position to identify the perpefrator because of e
changes that the Y2K effort has trought.

My testimony is not based upon any formal study, # is anecdotal, based upon my own experience.,

beginning in the '70s 05 ¢ mathematician ond systems developer {both in government ond in private
industry) and in the '80s and ‘905 as a kawyer and, for o time, CEOQ of o fechnology company that

ADMDOCS:78261.1
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provided software to the nation’s fire service under the brand name, FireSoft. This career path has
given me an opporrunity to see the YZK and computer security problems from many sides. | was there
in the '70s when the Y2K problem was openiy iaughed obout, even among some of our own federal
gevernment software developers {on the theory that no one would be using this software by 2000 and
in ony event, they would then be retired). As an attorney, { have advised companies that supply
software and (T services, as well as those who purchase them. | have suffered security breaches and
advised clients who have suffered security breaches. 1 curently-advise Y2K committees at banks,
mortgage companies, a siock exchange, manufacturers, grocers, software companies, hardware
companies, service companies and internet comparies.

i am pleased- to report that my clients and their suppliers are toking both Y2K and security very
seiiously. By seriously, | mean they are aliocating their most precious commedities - their time, money
and reputations -- to these issues.

While concerns about Y2K and computer security are eacch considerable ond justified. | would caution
against concluding that any significant multiplier is at work: or that the possibifity of fraud exacerbates
the risk that is inherent and is already being addressed in connection with the Y2K problem —~ nomely,
the risk that critical operations will be disrupted because of systerns that are not Y2K compliant.

it is true that the Y2K effort has involved the remediation of on unprecedented number of programs by
an unprecedented number of programmers, This muitiplies the opportunity for bad octors infent upon
disrupting or stealing, by way of hidden software of various kinds. 8ut the conclusions that might
otherwise be drawn by simply applying the law of Jarge numbers should be tempered at least
somewhat by the other events that have atiended the massive Y2K remediation effort that is currently
underway.

irecommend to your aitention the recent testimony of Gary Beach, Publisher of CIO Magazine before
the Senote Speciai Committee on the Y2K Technology Probtem. | am privileged to sit on the editorial
advisory board of CIO Magazine and | can attest to the efforts that organization has made to look
past the Y2K hype ond to discover what is really going on in corporate America fo address the
problem. While the purpose of Gary's testimony was to report the results of a comprehensive Y2K
tracking poll, Gary added a particularly incisive thought at the conclusion of his remarks: He indicated
that one positive legacy of the Y2K exercise is that many companies were finally moved by the Y2k
problem to undertake comprehensive inventories of their information technology systems, something
they ought to have been doing dli along.

1 would expand on thot noficn of o positive legacy. The leaming ot many corporate IT departments
throughout the United States, particularly aof mid-sized corporations, has been greatly enhanced since
the Y2K woke-up call went out & couple of years ago. Many of my clients, from diverse industries,
contacted leading experts fo teach thelr IT personne! the best industry practices for implementing their
Y2K projects, and they are applying that leaming to their maintenance activities generally,

Before the Y2K exercise, systems maintenonce was, in some IT shops, just an expensive, tedious chore
that was relegated to anonymous programmers who were hoping to one day escape to o better life
in sofiware development -- where the action, career opportunity and real leaming has been thought
to be. Maintenance was the siep-child in the IT department and although vast resources have been
spent on maintenance since the dawn of commercial computing. many [T departments constantly
struggled with version confrol, documentation and accountoabiity. it was not uncommon, before the
Y2K exercise began, for IT personnel 1o cpen up ¢ source code file and have no written clue regording
who worked on the code last, what changes had been made or even when or why changes had
been previously made.

ADMDOCS: 78261 .1
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Many moinfenance endeavors were just plain sloppy.  The reat leaming regarding various versions of
any progrom was not evident frem the in-line documentation or a project notebook, which often did
not exist, but in the head of the programmer who had to most recently modify the code. That
programmer might or might not still be with the company. | dare say that more time has been spent in
many maintenance efforts trying 1o decipher past maintenance efforts than hos been spent actual
fixing the problem thot gave rise to the maintenance effort in the fint instance.

The introduction of consultants 1o teach “best practices” in maintenance in order 10 accomplish Y2K ™
remedioction has changed the nature and profile of maintenance activities at maony organizations.
And a by-product of that improved profile s that many systems envirenments ore now more secure
than they wers just a couple of years ago.

An example might help. You may recal that in 1998, about 10% of the notion’s banks received notices
from bank reguiators that their Y2K progress was not then safisfaciory ond thot untl additional siides
were demonsirated, those bonks would not be permitted to acquire other banks. In an ero of bank
merger manio, these nofices were taken quite serously. One such bank thot | know of had an
acquisition in progress when the notfice was received,. The initial reaction of some bank personnel wos
that their Y2K efforts were sufficient but thot the bank had simply done an inadequate job of
explaining to reguiators how much progress nad bieen made.

The CEQ of the bank calied in our fow firn, os well o3 ¢ leading accounting firm o help prepore ¢
further response 1o reguiatons.  After o swilt, but detolled joint investigotion, the Binghom Dang view
and the Arihur Andersen view were presented to the Board of Directors. We reported that the problem
was only portly that the bank had not adequately explained its progress to regulaters; that a bigger
problem was that the reguiators were right — inadequate progress had been made: further, that the
two problems were mexiricobly related. We explained that without proper planning. resource
allocation and record keeping, the bank would forever be unable to demenstrate is progress
because # would have no redl idea what its progress was. Without any reat idea of progress. the bank
covld work for a very long time and never complete the task.

After much hond-wringing. the accountants brought in a team o feach the bank's personnel the best
industry practices in maintenance. These included extensive plonning exercises in which assumptions
were repectecly tested and re-tasted. and realistic resource aliocations that took inte consideration
the fact thot some remediation personnel stit had day-fo-day operating responsibifities because this
was nof one of the nation's lorgest banks. Pernaps mast importantly, deiailed project notebooks were
infroduced info the process, in order to measure progress against pians, enhance accountability and
faciitate audits and festing. .

This last point is crifical. The introduction of project notebooks requiring formal sign-offs by responsible
employees and contractors, changes the nature of the process, Once employees ure required fo
stake thelr reputations on thelr work with formal sign-offs, the care with which each step is undertakern
is significontly enhonced. Where bsfore, an ii-defined group of peopie might work on variaus ospects
of a system, now sach individual software routine has on owner who is responsibie 1o the point of
initialing a page in a project notebook to indicate that the routine fiself is ready and that it successfully
infegrates into the larger systern. Testing becomes more comprehensive. Validation efforfs are
enhanced fo ensure that no unwanted changes have been infroduced into the system. intemal
auditors and even extemal auditors have started including review of these project notebocks as paort
of thelr Y2K and technology and operations audits. Roll-up reporis are generated reguiary at ecch
level untit on overalt summary is avaiable for presentation 10 the Board of Directars by the Y2K
Committee. Visibiity and accountability ot every level has increased, as compared fo mainlenance
ocfivities of just a couple of years ago.

ADMDOCS:78261.1
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That bank got back on track quickly and | am pleased to report that it completed its acquisition and
has impressed bank regulators ypon every subsequent visit. But once every week singe the drecded
regulatory nofice amived ot that bank more than ¢ year ago. ¢ subcommitiee of the Board of
Cirectors reviews the progress of the bank’s Y2X efforts, And bonk personnel will happlly admit thot
they are o better organization for having gone through the painful process. ’

Remember that the Y2K problem is just a series of software bugs. Bugs have plogued ait byt the most
tivial software systems since Grace Hopper colned the term "bug” decades ago. Many bugs have
adversely offected mission crificol systems ond throughout those decades, employees and
contractors have routinely performed maintenance surgery on these systerrs. The most unique ospect
of the Y2K bug is that the deadiine for fiing i is absolutely inflexible, But the inflexibiiity of the deadiine
wgs an excellent motivator for mid-sized componies - it forced many of them to implement the kind
of careful practices that had previously been used principally by the world's largest companies.

Trap doers and other, similar scftware have been around from shortly ofter the beginning of
commercial computfing.  Throughout the history of computing, the risk of major fraud by way of
computer has been o real issue., From the earliest computer software maintenance activities decades
age vntil the commencement of the Y2K effort more recently. a huge number of programmers have
engaged in maintenance and o still lorger number of progroms have been maintained. The &k of
fraud and theft by woy of maintenance octivities has been present from the oulset and the threat has
not only come from contractors, but even from employess.

This risk has aiready led to federat legislation, notably in the form of The Computer Fraudd and Abuse
Act of 1986, os amended by the information infrastructure Act of 1994 {18 USC §1030 et seq.. providing
criminal penalties for computer faud), the Economic Espionoge Act of 1994 (18 USC §1831 et seq.,
providing ciminal pencifies for theft of trade secrets] and the No Electronic Theft Act of 1997, which
omended 18 USC §2319 to provide criminal penatties for o broader range of copyrght infringements,
including those that were the subject of United Stofes v LaMacchia, 871 FSupp. 535 (D. Mass. 1994},
The criminal lsws are in place and now, with The introduction of better maintenance proctices, the
forensic evidence is mere likely to be available 1o frock down a wrengdoer. irespective of whether he
orshe is an employee or a contractor.

Hump together contractors and employess because the notion’s employers are scorcely in o better
position 1o assess the tustworthiness of g new amployee thon they are s 10 ¢ contractor. The human
resources directors who coli ther law firms for guidance concerming employee references are told
pretty much the same thing throughout the United States: say os litfle os possible. Give dotes of
employment and posiion and file. Be polite but get off the phone by indicating that it is your
corporate policy not to give references. This applies with even greater force to former employees who
were suspected of bad behavion Why? Because employers face Jowsults ond substantial Hobiity 1o
former employees if ihey share inforrnotion with prospective employers ond that person & denied o
ob.

This state of affalrs s quite dangerous for all employers. Consider also, the fongstanding  judicial
disfavor of non-compete clauses in employment conirects (and in Californic, o near-complete
prohibition on non-competes), and you will quickly understand the real fear among emplovers: not the
Lition dollar financiol froud, but the theft of competitive intelligence, both from compuier aitacks and
the nearly unfettered mobliity of employees between competitive fims,

Is t possible that efther during the remediation process orf in the midst of confusion of the moment of ¢

Y2K crisis at the starf of the new year, an employee of contractar witt insert code into a program that
will result in @ tillion doliar finongial froud? Of course it s, just as it has been possible throughout
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commerciol computing. in foct, such a fraud at some point is inevitable, since no security system is
compietely airtight and oriminals are quite innovative. But is if more likely now?® | doubtif,

Put yourself in the mind of @ criminal for @ moment, With new occountobility procedures in place and
increased scrutiny of every line of code, choosing this junchire to hide nefarious software in systems is
okin to the decition of a second story man choosing 1o burglarize the police chiefs house, Some
burglors might find the prospect challenging, but most won't and those that do will find the going
rather rough.

At the July 22, 1999 hearing held by the Senate Special Committee on the Year 2000 Froblern, Senator
Bennalt put the guestion of the repoded. increased securly risk 1o ¢ ponel of I executives from Ford
Motor Compauny, Ahold USA. Philip Morris and Proctor 8 Gamble. The panelists acknowledged thot
the security risk it increasing every day because of the increcse in computer usage generally, But they
alse fesponded that the procedures implemented to perform Y2K remediation (inciuding
accountabiiity. testing and version coniral procedures} moke them more confident today that while
they con never fully prevent ¢ security problem, they can of least now better detect o securty
problem. | agree.

As GarinerGroup suggests in ifs report, these procedures can fal, so companies need to be ever
vigilant on the security front, Those companies that hove not upgraded thel procedures need fo do
3o fight awoy: those that already implemented proper procedures need to constantly revise and
upgrade those procedures because security will aiways be o cat and mouse game of sorts, not uniike
the police batile against everimproving radar detection, bul with different stokes. But we should abse
e careful about any message we send to those who are horestly and diigently frying to solve the
Y2K probiem, including thousands of controciors.

The nation's 1T personne! are fight now working ¢! & breskneck pace doing thankless, yeoman's work
against an unforgiving deadline.  Mony have ciready agreed o forege thelr holidays ond much-
needed vacations. if they get away ¢t all, it will be with a pager or cell phone strapped to their waist
and powered on, ready for o summons on ¢ moment's notice. if they succeed in therr Herculean task.
some [perhaps even some here today) will question why we spent biliions of dollars on a crisis that
naver come about; ¥ they fail, they will be blamed,

At this paint, | suggest that we let the secuiity officers quietly pursue therr job while we lend off
necesscry support to the employees ond conlractors working on the Y2 effort - without any
inadverient suggestion from Congress that any of them might be crimingls, even in the face of
continuing fisk. The job of fixing the Y2K problem and the consequences of iallure so enormous that
the on-going risk of fraud, parficulary ot o fime when detection metheds, os well as occouniabiity
have improved, pales by comparison. My recommendation is 1o thank the nation's 1T workers for their
etiorts ond 1o osk them {f we can offer any suppon duing these next oritical 150 days.

Chairvoman Morelia, Chaiman Horn, Members of the Subcommittee; thank you for your time.
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Woyne Bennett s o poriner in the Boston law firm of Bingham Dona WP, He & in the Firm's
Entreprenewial Services Group, where he mainicing a general comporate and commercial practice,
focusing on emerging companies and the effective use of intellectual property. Wayne leads the Fim's
Commerciot Technology Practice {which also includes the Firm's Y2X Practice} and hs Co-Cheirs the
firm's Intellectual Property Proctice. Mr. Bennett groduated from Syracuse University in 1974 and
Georgetown University Law Center in 1981.

Mr. Bennet! worked as a mathemoticion in the pubiic ond private sectors befors joining the Firmin
1981, As o mathematicion. Woyne was responsible for the design, deveiopment and werid-wide
deployment of moinframe appiications and operating systems, oz wel o3 the development of assemblers
and compiiers for minicomputers. In the course of his work with the Departrent of the Navy and the
Natfional Bureau of Standards, My Benneft was one of o handful of practitioners involved in the
applicofion of queueing theory Yo the measurement of computer performance and was a frequent
tecturer on the fopic of computer pedformance measurement and sirmuiotion,

in 1986, he left the Firm to serve as CEO of o froubled software company, where he led the
company's tumaround, which involved retooling s product, restoffing and identifying new muarket
directions. After several years as on enfreprenetyr, he retumed fo Bingham Dana o help other high
technology cempanies.

Mr. Bennett's practice focuses on both emerging and established companies in technelogy
ficensing, outsourcing, OEM, reselier, distribution and relcted sirategic alionces. systems integration ond
fechnology development arangsments, Y2K issuss, equity financing and o broad range of commercial
and e-commerce matters, Clienis include E-nk, Streamline.com. Boston Scientific, BankBoston, USTrust,
Infolitbria, Ab Initio Software, Boston Equiserve, Avig Spors, Excelergy. GMAC. McCracken Financial,
NECX, Tanger Foctory Outlels, RealityWave, Vacotion.com, ThinkMart.com, FLEXCon, Nationot Broach
and the New Englond Revelution.

The Y2K Proctice spons o diverse ciient base, including technology providers as well os icensees:
tanks, morigage companies, broker/dealers, o stock exchange, manufocturers, distributor. service
providers, grocers, software developers, integrators and outsourcing vendors. After the Spring 1998 round
of Federot Reserve notices to banks indicating inadedquate YK progress {and hoiding up pending bank
acquisition applications}. Wayne became involved in one of the first successtul etforts to "rehabifitute” o
bank's Y2K program. Benneit sits on the Y2K Steering Commitees of several client companies.

Wayne is Vice Chair of the ABA Subcarmmities on Sofiware Contracting. which is tasked with
helping ¢ shape the draft softwore licensing ond electronic commerce provisions of the Uniform
Computer information Transoctions Act {BCITA). He lectures on intemet- and softwore-related topics and
authored the Fim's Business Guide to infelleciual Property. Woyne Is o member of the Editoriof Advisory

- Boord of CIQ Magezine and ¢ member of the Board of Directors ¢f the Massachusetts Interactive Medio
Counci.
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lectual Property & Technology Activifies
Vice Chak of the Softwore Contracting Subcommittee of the ABA'S UCC Commiltee, helping o
shape e proposed Uniform Computer information Transactions Act (UCITA) to oddress licensing,
software services, systems integration, EDI and continuous access contracts
Membeyr, Editorial Advisory Board, C1O Magezine
Member, Boord of Directors, Director, Massachuselis Interaciive Medio Councll
Authored A Business Guide fo intellectual Property
Edlitor, Bytes & Rights newsletter covering business and legal developments in intellectual property
and technology
Co-authored E-Mail & Atfomey-Client Privilegs, The Dato Low Report, July 1998
Co-authored Rolsing Copital: Seme Basics, The MIT Enterprise Forum of Cambridge. ForumRepaifer,
January, 1997,
Authored the Suprisingly Long Arm of the Law, Webmasier Magazine, March 1997
Authored {on behalf of ABA Article 28 Subcommitiee} Technological Self-Heln: Droft UCC §716.
Commercial Low Newsleter, July 1997
Authored Looking Bt Wavs: An Emplover Perspective On Policles Goverming intemet Use At Work,
CIO Magoerine, October ¥, 1997
Authored A Very Public Affair: Using information Collected QOver the internet From Customers, CIO
Web Bushness. December 1, 1997,
Auvthored, Legal & Blinding: The UCC28 Debate. CIO Magozine, October 1998
Authored Hot Potate: The Hardwore Sizing Risk. CIO Magazine, Apiil 1999

Authored A Codle Doy in Hell: Software Escrows, CIO Magozine, June 1999

Authored Deor Leader: T Puchosing, CIO Magozine, September 1999

lectured at M ingtitule of Technology, The Bectronic Fronfier: Public Policy & lLegal
Dimensions, Catherine N. Stratton Seminars on Criticel Legal lssues, October 1995

tectured at The Communicalions Business & Finance Conference, Ielacommunicotions
Convergence: Legal & Business lssues. Feloruary 1996

Lectured ¢t Boston College i School of Busi infeliectuol Propery & Exlreoreneusshin.

Entreprensurship, April 1996, July 1999
Lectured ot Emerson College, Graduate School, Legai lssues on the intemet, internet Publishing,
December 1996

tectured of Bobson College, Entieprenguriol Finonge: Negotigtions. February 1997; October, 1997,
October 1998, March 1999
Lectured ot College. M ent informention Systems: Cyvberaw, April 1997

Lectured ot Harvard Universify. Legal Aspects of Web Business. July. 1997

Ltectured ot University County Cork {relond). Technology & Enfrepteneurhip, February, 1999
Workshop panelist ot The Enirepreneurship Institute: The President’s Forum of Soston: How To Make the
Inranet/internet Pay O {Septernber 1997) and Yeor 2000 {October 1998)

Panelist, MIT Enferprise Forum JumpStart Clinic, Protecting Inteliechual Property — Stortups. November
1997
Panelist, M o iegal EBducation H = ‘87 Conb o

Adicle 28: The Future of information Contracts, December, 1997

Panelist. Massochuselts Software Council Legol Series:  Electronic Commerce: UCC Adicie 28 &
Electronic: fzommerce, Jonuary 1998.

Panelist, KPMG/CNTGroup Y2K Roundiable: Froctical Y2K issues, A, 1998

Panelist, MIT Srartup Clinic, May 1998

Panelist. Risk & Technology Conference, Electronic Cormmerce, May 1998

Panelist, A iation of C. al Finunce A Yegr 2000 - Nightmeare or Non-Event2,
October 1998

Panelist, IS, Naval War College: Year 2000 Scenarios, Decembar 1998
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Represented on-iine ravel provider in loan and private lobel intemet fransaction with Prodigy for the
development of Pradigy Voacations

Represent spin-off business unit in soffware and patent license ond equity crongements with Avid
Technology

Represented bank in negotiations with Computer Associates concerning scope of use dispute
Represented consulting firm in systems integration work for various govemment and commercial
customers

Represented consulting firm in acguisition of hardware and software to fulfill systems integration
conkact work

Represent Boston University in potent ficenses and equity deols reloling o the commercialization of
federally funded ressarch; developed standard form of omnibus patent license with equity

Drafted RFFs and evolucted proposals for custom sofiware development. systems infegration,
outsourcing and service bureau emongements

Represented biank in five-year check processing outsourcing arrangement

Developed standord form of license for karge corporate licensee vse in all major software conirocts
Advised bank/licensee conceming scope of use exposure under 100+ software coniracts, In fight of
bonk's merger and ccquisifion strategy

Represent on line magazine in advertising/sponsorship negotiotions with Netscape, Novelt and Oracle
Represented consultihg fim In large scale system specification and development project
arangements

Prepared propesals in response Yo large scale consuliing RFPs

Represented on-line magazing in ownership dispute

Advise large software licensees and publishers conceming Year 2600 issues

Represent biotech componies in licensing fronsactions .

Represented large system customer [rultiple locations] i system integration ond hordware/software
and infrastructure acauisition contract

Represented software companyficensee in exclusive licensing arrangements with software
developer

Represent cellular service marketing compeny in marketing arangements with MCl and Cellular One
Represent MIT professor in patent licenses and consulting contracts

Genargt counsel to several software componiss

Represent kwge compony {licersee} in custom software development and systems infegration
dispute

Represent independent faciliies/software maintenance ond suppan company in licensing and
masintenance deals

Represent design engineering firm in ol patent licensing and proprietary rights motters

Represented strategic consuliing fem in the acquisifion of technology

General counsel 1o intefligent agent soltware developer

Represented neurcchemical compony In potent icensing, distibution ond strotegic ofionces
Represented manufacturer of recycied rubber powder employing proprietary processes in equity
financing and acquisifion of intellectual property rights

General counsel fo content provider, including broadeast, ondineg and other licensing and distribution
deols as well os corporote matiers

Represented on line consumer goods provider in ewnership dispute and inlicensing fransactions
Represent videoconferencing hordwore/fsoftware company in OEM/Reseller deals with telcos and
others

Represented software company in seilement of infelleciual property dispute in gonnection with
unconsummeted merger
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Represented creditors in disposition of patented technology

Represented game inventor in distribution deal with Mattel Europa

Represented hardware manufaciurer in sirategic alionce with softwore developer/publisher
Represent pardilel processing soffware company in license transactions with large customers
Represent medical device manufacturer in licersing. cross-licensing. distribution and mask waork
arrangements

Represented radio station in copyright dispute with Arbitron

General counsel to public, surveilonce system company in ol manufocturing, distribution ond
hardwarefsoftware/mask works development transactions.

General counsel to intemet supplier of domain name surroguotes.

Represent bank in dispute with custom software developer.

Represent content provider in copwight disputes.

Represent various frodemark owners in domain nome disputes and other frademark infingement
disputes

Represent watermark (music encryption} developer in licensing transactions

Represent "elecironic ink inventor in technology transfer arangements with MiT

Represent inventors of paienfoble Infelligent coching intemel sofiware in technology wransfer
arrangements with Boston University

General counsel ta internet-based home delivery provider

Represented start-up company in technology-for-warants strategic aliance with intet

Represented bonk in co-development decl with European software developer (intermet-based
commaercial cash mancgement software)

Represent bank in oubsourcing of frust processing services and technology

Represent outsourcing contractor: accounts payable processing and technology

Represent biotech company in custom sofiware development arcngements

Represent compression and image enhancement technology company in sirafegic affiance with
chip manufachwers and scanner manufacturers

Represent news publishers in web site matters, including on-line sweepstakes and chat roomiules
Represent bank in Y2K regulatory responses

Represented Argentina bank branch in technology acguisition in Argenting ond Spain

Represented irish manufaciurer in enterprise resource planning project

Represenied records management company as software licensor to UK. joint venture

Represented consultant in ufifities ERP services joint venture with French ERP provider

Represented infernet-based elecironics exchaenge in Singopore joint veniure
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Chairwoman MORELLA. Thank you very much, Mr. Bennett. I'm
glad we, you know, ended with you because then you put another
perspective on the concept of computer security being important,
but not necessarily, I was going to say, increased because of Y2K.
I understand also you were at the—what used to be called the Na-
tional Bureau of Standards.

Mr. BENNETT. Yes, I was.

Chairwoman MORELLA. Which is now NIST, which has been very
much involved with our computer security system and more legisla-
tion coming up on that.

As you could tell, we do have a vote coming up. Maybe I could
start off by asking one question, and then we could recess for about
15 minutes, if you'll all be here, and then continue with questions.
Unless you wanted to start off with a question, Chairman Horn?

Mr. HorN. I'll be glad to, if you'd like. I don’t know if you want
to go vote and then I can go vote and keep the show on the road.
Whatever you'd like.

Chairwoman MORELLA. All right. He’s got a great idea. I will go
]ZOti’ and then he will keep this—keep it going, and then I'll come

ack.

Mr. HORN. Mr. Bennett, I was interested when you said the
criminal laws seem to be in place. Is that true in every state? Have
we done an analysis of that? Mrs. Morella and I can request the
American Law Division to look at that now that you've raised the
question.

Mr. BENNETT. Well, I think the federal laws are in place. In fact,
there was just a recent article in, I believe, Computer World where
a defense attorney based in San Francisco was complaining that
the federal laws are set up so that her—this is not surprising—that
her clients are having a tough time going and are pleading out in-
stead of going to trial because they risk very severe criminal pen-
alties. I do not know, however, on a state-by-state basis what the
answer is.

Mr. HORN. Any comments from anyone else here on that point?

Well, the $1 billion does catch a headline, and that’s, I think,
more likely to be banks. What will happen with the non-banks
where you could not have money to move, is blackmail. And the
question would be: To what degree can we already cope with black-
mail, the disgruntled employee that was mentioned? No question
about it. You could—with a smart programmer, you could have
chaos within a computer system.

Mr. MILLER. Mr. Chairman:

Mr. HORN. Mr. Miller.

Mr. MILLER. Mr. Chairman, we had Mr. Scott Charney, who
heads the Criminal Division area of computer crimes speak at a
conference we cosponsored last week with George Mason Univer-
sity. And Mr. Charney indicated in his public comments, at least—
and maybe the Subcommittee would want to contact him directly,
but I think I would agree with Mr. Bennett—that the federal laws
are pretty strict.

The challenge is finding the miscreants and prosecuting them.
But I think they feel that the laws are pretty strict, and they've
been fairly successful in prosecutions. State laws, I don’t have any
information on them.
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Mr. HoRrN. If it is blackmail and it isn’t moving money around
from accounts here to accounts abroad and so forth, how do we deal
with the blackmail aspect?

Mr. MILLER. They’re both federal statutes, as I understand it. 'm
not a lawyer.

Mr. HORN. Have we had much computer security blackmail?

Mr. MILLER. I've been told of stories anecdotally. Nothing’s been
reported publicly.

Mr. HORN. Well, I realize it’s like rare-book libraries. They don’t
want to talk about it, and that was the mistake of their life be-
cause now that they started talking about it, you find these people.
And the thief just had a field day, can walk off with all the pre-
cious books, and they did it at Harvard and Yale and my own uni-
versity and so forth. But it just seems to me we need a strategy
here in educating chief executives. As we went through the Y2K bit
in the last year, one of the things that discouraged me was the bad
advice that their lawyers gave, which was, Chief, don’t say any-
thing, then they can’t do something to you in court. Well, that’s
utter baloney because they’ll do you for not doing anything, and we
really needed CEOs to provide some leadership, which they finally
woke up and did.

But how would you deal with this in this way to get top manage-
ment to understand that they've got to do some strategies and tac-
tics here to protect themselves in the interest of their stockholders?

Mr. PuccIArRELLI. Congressman Horn?

Mr. HORN. Yes?

Mr. PucciARELLL If I could just say, in my opinion, security is
to computers what safety was to automobiles in the 1960s. We have
a relatively immature technology, relatively in the context of 20
and 30 years versus 100 years. And what goes with a new tech-
nology is a certain exuberance and a denial of some of those risks.

And I think what happens over time, the experience of using the
technologies, of understanding the consequences, and under-
standing the implications will bring to light to the executives and
to the leadership of the organizations that use these tools the risks.
So rather than delegating the leadership and management of these
systems to technical specialists, the executives will become more
involved and more active in establishing security procedures for the
overall enterprise.

Mr. HORN. Now, with the Presidential Directive—by the way, if
you have your mikes still on, turn them off so we don’t get a feed-
back

On the Presidential Directive, how active has the security com-
munity and the information technology community been helpful in
that? And where are we in the progress under the Presidential Di-
rective?

Mr. MILLER. I think there’s some good news and there’s some
bad news there. I think the good news is that the various govern-
ment agencies are trying to come up with a plan. We saw a leaked
version of it in the New York Times very recently, an article by Mr.
Markoff which focused on just the privacy issue. But there has
been extensive consultation, and I do commend the people in the
government for trying to get as much industry input as possible
into the process.
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As an example of bad news, though, Mr. Chairman, I'll give you
one specific example. We were designed by the Department of Com-
merce, as I mentioned in my testimony, as the sector coordinator
for the information technology sector along with the Telecommuni-
cations Industry Association and the U.S. Telephone Association.
That office within the U.S. Department of Commerce is probably
going to be defunded in the year 2000. So, on the one hand, we are
trying to undertake activities in conjunction with the Department
of Commerce agency. On the other hand, the Department of Com-
merce, even though they did request some money, apparently it’s
not a very high priority. Congress hasn’t seen it as a high priority.
So we’re going to—may find ourselves on October 1st being des-
ignated by the sector coordinator of an office that no longer exists.

Mr. HORN. Well, we thank you for alerting us because we ought
to keep on top of that.

I'm going to have to declare a recess now so I don’t miss a vote.
So we'’re in recess until Mrs. Morella returns to chair the meeting.
Thank you very much.

[Recess.]

Chairwoman MORELLA. Thank you, gentlemen and others, for
bearing with us as we had two votes instead of one vote. And mat-
ter of fact, one was on

Mr. HORN. Patent policy.

Chairwoman MORELLA. Yeah, patent policy, which might interest
some of you.

Ms. Rivers is here from Michigan, and I guess I'll start off with
a question or two and then let Ms. Rivers ask any questions.

Mention was made—I think you, Mr. Miller, mentioned the Pres-
idential decision, Directive 63, which was issued in May of 1998,
and that explains the Administration’s policy on critical infrastruc-
ture protection. Incidentally, we had the first House hearing on the
critical infrastructures report. The infrastructures include tele-
communications, banking and finance, and all the essential govern-
ment services. The directive requires immediate Federal Govern-
ment action, including risk assessment and planning to reduce ex-
posure to attack.

Maybe I'd start off with you, Mr. Miller, in responding to this,
but I want to hear from the others, too. In your opinion, has the
implementation of this directive been effective? And why or why
not? Does more need to be done?

Mr. MILLER. The process has been a little slower than I think
many of us anticipated, but maybe that’s all for the good. The trial
CIAO office, which everyone sort of chuckles at, but the Critical In-
formation Assurance Office, which has coordinated the develop-
ment of the longer-term plan, has been somewhat slow, but they
have to engage numerous federal agencies. They have done a good
job, Madam Chair, I believe, of trying to engage industry and aca-
demia in getting input in the development of that plan. So I think
they are moving forward in a reasonable pace to come up with a
plan.

It’s very tricky, though, because the exact lines of responsibility
between the private sector and government—there may be differing
views, as I suggested in my testimony. The private sector may be-
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lieve that the government needs to be less involved, and some peo-
ple in government want to be more involved.

The point I mentioned to Chairman Horn while you were away
was some of the things that disturb us, for example, is the govern-
ment, to industry, is not necessarily someone we like to work with
all the time. I have a little bit of concern about it. One of the de-
partments, however, I think industry is most comfortable with is
the Department of Commerce. The Department of Commerce in the
National Telecommunications Information Agency, headed by As-
sistant Secretary Irving, has responsibility for this critical informa-
tion issue, and we were designated, along with two other associa-
tions, as a sector coordinator for the IT industry.

But now it looks like they are going to have no money for FY
2000. There was a request for a small amount of money, I believe
$3.5 million, for FY 2000, but, candidly, I don’t think it’s very high
on the Administration’s priority list. And from what I understand,
with all the pressures that you all have to cut domestic spending,
that money may disappear.

So that’s an example of where we thought there were good plans
in place to try to move forward, and we were excited about the op-
portunity to be the sector coordinator for the IT industry. But if
that agency funding goes away and there’s nothing in Commerce
for us to work with, then in some sense industry’s role is back to
square one. At least my sector’s role is back to square one.

Chairwoman MORELLA. Would any of the other panelists like to
comment on that? I'm going to ask a question also that you might
want to respond to at the same time. Do you think we need a com-
puter security czar? I don’t mean to overuse that term, but some-
body in the Federal Government such as the role that John
Koskinen has played with Y2K that will be an oversee also of crit-
ical infrastructures, computer security. Mr. Pucciarelli?

Mr. PucciareLLI. Congresswoman, first a quick comment on the
Presidential Policy Directive 63. In general, the entire area of cyber
warfare and security is moving extremely quickly. It’s very difficult
to design a solution, just from an engineering perspective to design
a solution to address a threat, and to do it and get it implemented
in a timely fashion.

If you look at the typical procurement cycle right now, from the
time an engineering solution is designed until it’s presented, run
through for hearings, funded and implemented, it could take 2
years. The problem is, is that it’s difficult to anticipate—it’s vir-
tually impossible to anticipate 2 years ahead of the threat what
needs to be done because this area is moving so quickly.

So just one comment on that is just I would counsel you to look
at the time lines to actually acknowledge the threat, design a solu-
tion, and implement it.

As far as your question on the computer security czar, I think
there’s a plus and a minus. My own personal perspective and the
perspective of the GartnerGroup is that security is an enterprise
issue. It is not an issue that belongs dedicated to somebody who
sits in the back room of the organization or off to the side in an
ancillary role. So I think there’s a risk with setting up a czar in
that it might be viewed as something that is the domain of the
technical specialists.
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I think the challenge is how do we elevate security to an execu-
tive issue and an executive priority, and if a computer security czar
was able to portray the issue with that type of presentation, I think
there’s an opportunity to have a very positive impact.

Chairwoman MORELLA. Mr. Rich.

Mr. RicH. I support his statement. I think having a computer se-
curity czar would probably be not a good idea, that security is part
of an infrastructure, an enterprise implementation, and that we
need to support the current infrastructure assurance directives
that have been put out there.

Chairwoman MORELLA. Mr. Bennett, would you like to comment
on——

Mr. BENNETT. I think that anything that’s done has to draw
some very clear lines between government and corporate enter-
prises. I think that the prospect of a czar might actually frighten
some corporations who may have some operations that are even
part of what you might consider infrastructure. I mean, I think
that there are a lot of large corporations out there that would be
happy to just have government approve their international use of
very strong encryption methods and then stay out of the picture as
far as their own security is concerned until such time as there is—
where their own security procedures fail, and then they’ll want the
help of law enforcement officials to try to track down whoever did
it.

Their biggest issues right now do not involve a billion-dollar
fraud. If they look past Y2K and they're talking about people tak-
ing things from them, they’re worried about competitive intel-
ligence.

Chairwoman MORELLA. Would either of you like to comment on
Directive 63?

Mr. RicH. I haven’t been myself involved a great amount with
the directive. From what I've observed and talking with others, I
support Mr. Miller’s comment on that it’s moving maybe not as fast
as some would expect, but I think it’s moving in the right direction.
And T've seen a lot of corporations now starting to talk to the gov-
ernment. I like the idea of collaboration and trust. Unless we can
get the point across to the commercial organizations that the gov-
ernment can help and not mandate or dictate and more or less
work together, I think we’ll get longer—further down the path.

Chairwoman MORELLA. I didn’t mean to be rigid when I said
computer security czar. I guess I'm thinking to implementation of
current policies in terms of coordinating. There is no doubt in my
mind we lack that in the Federal Government, but we can get into
that in some other questioning.

I would like to now recognize Ms. Rivers.

Ms. RiveRrs. Thank you, Madam Chair.

Mr. Miller, I have a question regarding funding you raised in
your written commentary, and I apologize that I wasn’t here for the
testimony. But in your written statement, you raised concerns that
the $3.5 million that is now being allocated for CIIAP is inadequate
in your view or barely adequate. Are you aware that the Com-
merce, Justice, State bill, appropriations bill that we’re going to
vote on this afternoon, zeroes out that program? And what will the
effects be of that decision?
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Mr. MILLER. I heard—I haven’t actually seen the language of the
legislation, Congresswoman Rivers, but I heard that they were
going to zero it out. I think that would be most unfortunate from
the perspective of private industry.

Clearly, the issue of information security has spread throughout
the government—the Department of Defense, the Department of
Justice, National Security Agency, et cetera, et cetera. And, by the
way, in response to Congresswoman Morella’s question, I would
support a czar for exactly that reason.

But, clearly, the government is perceived by many people in in-
dustry as kind of threatening, particularly if you're talking to na-
tional security people or law enforcement people. To the extent the
industry is comfortable, I think they’re most comfortable talking to
the Department of Commerce, and so that’s a logical place for busi-
ness to communicate. And zeroing out that budget item from with-
in NTIA I think would be most unfortunate. Even a relatively
small amount, $3.5 million, is better than nothing, and I think the
problem is—I've spoken to Assistant Secretary Irving about this—
is he’s already had severe budget cuts over the last 2 or 3 years,
and if this money gets cuts down, he can’t find it to take out of hide
somewhere else. So I'd hope that the Congress would take another
look at that, and whether $3.5 million is exactly the right number
or not, I don’t know. But I hope the Congress would take another
look at that and put some funding in there because that would
make industry much more comfortable in terms of working with
government.

Again, there’s no disrespect to the FBI or the Defense Depart-
ment, but if we have to talk to somebody, it’'s a lot easier to talk
to the Commerce Department.

Ms. R1vERSs. Thank you.

Mr. Pucciarelli, I have a question for you. In your comments, you
talk about a 70 percent probability that there would be at least one
electronic theft of a billion dollars, which—I may not have it right,
but that would seem to be the biggest theft in our history. I mean,
I don’t think we’ve ever had a billion dollar theft. And you use the
terminology that really reflects sort of the science of statistics.

How did you arrive at that?

Mr. PuccIARELLI. What we do, Congresswoman, is, as part of our
recommendations at GartnerGroup, we have a practice of assigning
a probability to a particular prediction. And the reason that we as-
sign probabilities is so that our clients have an ability to take these
predictions and appropriately factor them into their business plans.
The probabilities were not scientifically derived. They were ar-
rived—derived based on judgment, and there is an explanation of
the probability process in my formal written testimony which has
been submitted to the Committee.

Ms. RIVERS. How do you translate a probability—or a judgment
into a 0.7 likelihood?

Mr. PucciarReLL. A 0.7 likelihood, in terms of how we explain
that to our clients and advise that to our clients, is we would say
that you should assume that this is likely to happen. If you—if it
had a 0.8 probability as an example, we would say assume it will
happen. So with a 0.7 probability there is still some risk that it
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won’t happen. The range of probabilities that we publish goes from
0.6 to 0.9.

The whole notion and the whole purpose of this piece of research
was to advise our clients to escalate their risk management prac-
tices. And in the context of that, what we are really saying with
the probabilities is that we believe it’s likely that there will be at
least one large outrageous theft.

Ms. RIVERS. So what you're saying is it’s really not a scientific
tool, it’s a sales tool?

Mr. PucciARELLI. No. That’s—not at all, Congressman. What my
point was, it’s not a sales tool at all. What it is is it’'s a way for
management within our client organizations to appropriately weigh
the probability.

Ms. Rivers. That’s what I'm trying to understand, given my
training, is how you are creating your probabilities, what you are
actually using that can be replicated by someone else. Looking at
the same data, can they come up with the same conclusion?

Mr. PucciARELLL. The way that we actually create the prob-
abilities is based on—first of all, it is not data. It is—it is quali-
tative interactions with our clients and qualitative assessments of
what’s going on in the environment. The intention of the prob-
abilities is to factor them into the management process within our
clients. So the idea is that we can give our clients a degree of con-
fidence as to how sure we are that this will happen.

Ms. RivERS. What are the elements that you weigh in coming to
this conclusion?

Mr. PucciarReLLI. We look at three different major aspects in
forming a probability. First we do primary research, which is to
look at the specific area. And as I testified earlier, we did that
based on direct examination and in conversations with our clients,
what was going on in terms of the process itself. We then review
preliminary findings with our clients and ask their opinions and
their assessments of our recommendations. Then the third and
most important thing is, before we publish a recommendation and
assign a probability, we—as a community of analysts,
GartnerGroup has over 700 analysts review the major policy state-
ments, and as a community of analysts, we have to agree on what
those probabilities are, and we have to agree what the major state-
ments are.

So this forecast represents a consensus position of literally hun-
dreds of people within our organization to support—and it has to
agree with their qualitative and quantitative observations as well.

Ms. Rivers. Okay. Thank you.

Thank you, Madam Chair.

Chairwoman MORELLA. Thank you, Ms. Rivers.

Chairman Horn.

Mr. HORN. I've had 5 minutes, so let everybody else go, and then
I'll have one question.

Chairwoman MORELLA. Mr. Turner from Texas.

Mr. TURNER. I will yield to Mr. Horn.

Chairwoman MORELLA. Chairman Horn? I mean, I'll ask a ques-
tion.

Mr. HORN. Let me just ask one question. I've appreciated the
various papers you four gentlemen have submitted.
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You've suggested, Mr. Miller, that we grade federal agencies on
computer security, much like we currently do for the year 2000
work. And I’'m just curious, What categories of criteria in relation
to this subject would you suggest and use?

Mr. MILLER. I think, Mr. Chairman, your grading system the last
3% years or so for the government’s reliability and readiness for
Y2K has been a tremendous tool toward driving them toward the
successes that you mentioned in your statement earlier today, and
you deserve a great deal of credit, as does Congresswoman Morella,
for focusing attention.

A similar system, I believe, could be developed. I'm not prepared
to give you the exact criteria, but things like the percentage of
spending on IT devoted to computer security, the attention paid by
senior management to computer security; reports of intrusions and
detections of intrusions could be another metric that you could look
to. So I think you could get—probably put together a fairly
straightforward and easily agreed upon list of indicia that you
could use to use your excellent grading system, and I think that
fvould help drive the agencies toward more attention to this prob-
em.

Mr. HORN. Where do—where are the data on intrusions kept? Is
it simply by agency? Does OMB have any information that they’ve
collected over the years?

Mr. MILLER. There are two sets of data. There are data from the
private sector, which are reported to what’s called CERT, the Com-
puter Emergency Response Team, at Carnegie Mellon University.
They’re, of course, voluntary reports. And to go back to Congress-
woman Rivers’ question about hard data versus theoretical data, I
do note that the number of incidents reported to CERT has in-
creased dramatically over the last few years.

Within the government, my understanding is that they don’t nec-
essarily share information among agencies, and that’s one of the
issues being looked upon—Ilooked at within the PDD-63, is to ex-
actly how do you make sure that all the information is being
shared appropriately among the agencies.

lg\l/h‘; HORN. Are the Carnegie information—are those data acces-
sible?

Mr. MILLER. In some cases, the specifics are accessible, and
sometimes it’s just the generic numbers. I think one of the biggest
challenges that this issues faces, as Mr. Pucciarelli was suggesting
in his earlier comments, is how much willingness is there among
companies as they mature to share information. Certain industries
such as the financial services industry have already been exposed.
Citibank had a relatively large potential theft several years ago,
and so Citibank is now wanting to talk about this publicly. You can
get them to go to any conference, any open meeting, and they’ll
come and talk about it. But if you ask 99 percent of all financial
institutions or other types of organizations, “Do you want to admit
times that you've had intrusions or thefts or breakdowns?” most of
them are going to be totally silent, totally mum.

So one of the challenges we’ve had as an industry, Mr. Chair-
man, is figuring out how to get companies to share information in
a way that will help everyone fight off other potential intrusions
and threats, but at the same time not be concerned that propri-
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etary information will leak out or that their competitors will get an
advantage or it will leak to the press and hit the stock price, et
cetera. So companies are always trying to balance these two things
off. It’s not just the legal issue which you raised before in regard
to the Y2K. It’s a whole set of potential down sides to exposing in-
formation as opposed to the one up side, which is to sort of be a
good citizen and by reporting the information about an intrusion
that you had, you may save somebody else or you may help to pro-
tect the entire economy. And we are not yet at a position, I think,
where the leadership of business in this country has made that bal-
ance of that equation and said in all cases we will share informa-
tion. And one of the reasons is that they’re not sure about sharing
information.

Let me just bring one more specific problem to your attention, is
the Shelby amendment. I think industry supports the Shelby
amendment generally. We believe that federally funded research
results should be available to the public. And what Senator Shelby
has done is good. But my companies have come to me and said,
Now, what if we share information and there’s some kind of federal
grant involved with the organization that has that information and
we believe it’s confidential and then a FOIA request comes in? Gov-
ernment FOIA exemptions can’t be used because it’s a private sec-
tor organization. Then what do we do?

So I think that’s not—it’s an unintended consequence of the Shel-
by amendment which is something we’re trying to puzzle through
right now.

Mr. HorN. Yeah, well, as you know, were going to struggle
through on that, and you have to protect the people that, let’s say,
are trying to win the Nobel Prize or something. We shouldn’t have
their data all around and polluted. That will get tested soon
enough. And we don’t want to discourage science. On the other
hand, we don’t want to—in this situation, we’re talking about, we
don’t want to have sitting-duck targets because they say, boy, look
at all the entries there, let’s see if we can do it. And I suspect
that’s worrying some. The Good Samaritan law has helped on the
year 2000 a bit, and industry plants have been working with each
other, from the best we can understand on that. I don’t know if
that’s your feeling or not. There’s much sharing of information.

Mr. MILLER. Definitely. But it took legal action to do it. But,
again, if Long Beach State, your former institution, set up a classi-
fied center and encouraged companies to provide information and
they got Federal funding somehow, what does the Shelby amend-
ment do to that data? It supposed to be sanitized. It’s supposed to
be protected within this research center within the university. But
can someone use—I don’t know, but the questions have been asked.
Can someone use the Shelby amendment to come in and say I want
access to all that data? And suddenly the whole confidentiality sys-
tem breaks down, the trust breaks down, and no one supplies infor-
mation to the Long Beach State center. We've lost the whole pur-
pose of the organization in the first place.

Mr. HORN. Are there any questions and thoughts that none of
you have mentioned that you now would like to make? This is at
least my wrap-up question. Mrs. Morella might have many more.
But just what are we missing that we haven’t really focused in on?
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Mr. RicH. Mr. Chairman, I'd like to make a quick comment
there. In the spirit of PDD-63, rather than requiring—or asking
people to give you their particular data on break-ins, if we take a
baby step and say how about sharing threat information-these are
people that are trying to touch you and look at your networks but
not successful in getting in—that would be a first step in estab-
lishing the trust relationship.

Mr. HORN. That’s a good suggestion.

Chairwoman MORELLA. Thank you, Chairman Horn. That’s
great.

This is so reminiscent of Y2K when we talk about failure to and
concern about sharing information and the coordination that is nec-
essary. And, of course, we're talking about computer security that
is troubled particularly because of Y2K compliance.

With regard to the Shelby amendment, it’s interesting that here
we are in the room where the ranking member, George Brown, is
the one who’s introduced the legislation to get rid of the Shelby
amendment, and, of course, I've heard from National Institutes of
Health and a number of other institutions like that that are hoping
that—Mr. Miller, that you can—we can work out some kind of a
compromise.

I—in terms of where information may come from, I can remem-
ber years ago, GAO, you know, when they came out with their list
of high-risk areas, they had Y2K there, and they’ve had computer
security there for some time. That maybe another source of infor-
mation to have GAO do further reporting. And, of course, they've
done a number of reports on problems with computer security, par-
ticularly in DOD. And I wonder, the inspector generals, would they
not also be looking at this, or should we be telling them to begin
to look at this? I don’t know if any of you are cognizant.

Mr. Pucciarelli.

Mr. PucciARELLI. Congresswoman, I think that the whole issue
of computer security could clearly fall into the domain of the in-
spector generals, and I think that depending on which agency is
looked at, I think you'll see different degrees of activity in the area.
I think that there’s clearly an opportunity to raise the issue on the
agenda of the IGs, and, again, I'll come back to my point earlier.
The real challenge is how do we get the leadership of the organiza-
tions involved as well.

Yes, the IG is the means by which to do it, but the challenge is
how do we get it to the executives.

Chairwoman MORELLA. And you mentioned—Mr. Miller, you
wanted to comment.

Mr. MILLER. I agree exactly with what Mr. Pucciarelli is saying.
That’s why I endorse your idea of the czar, as long as the czar is
conceptualized the way Mr. Koskinen has conceptualized the role,
not that the czar——

Chairwoman MORELLA. Right.

Mr. MILLER [continuing]. Is to fix everything himself or, if it’s a
czarina, herself; but that, number one, that person has the author-
ity to go directly to Cabinet officers and make sure that the Cabi-
net officers personally are paying attention to the issue; that that
person has the ability to work with the private sector by organizing
them by sectors, as Mr. Koskinen has done very effectively. He’s
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not trying to fix the problems with the electricity industry or the
retail industry, but he’s working with the appropriate private sec-
tor groups to do that.

Also, he or she would be able to coordinate among the different
agencies, and, frankly, it’s a little confusing to the private sector
to know whether we should talk to people at the CIAO or Mr.
Hamre at DOD or people at the NIPC or people at Commerce. It
would be a little bit easier to, if there were someone who had a cen-
tral role and also had access directly to the President and Vice
President, as I believe Mr. Koskinen does on Y2K issues.

Chairwoman MORELLA. And looking at the private sector, Mr.
Pucciarelli, you mentioned in your statement that many firms have
not taken—you used the term “adequate steps”—to secure and
audit the year 2000 remediation process. I wonder, what do you
mean by adequate steps?

Mr. PuccIiarReLLI. Congresswoman, in forming this scenario that
I identified, one of somebody stealing a large amount of money, I
started from the premise that somebody would do it. And then I
posed the question back to my clients and said how likely is this
to happen. And the response back from the practitioners in the
field was that, in general, the level of security in their opinion was
not very high. And that was one of the reasons why I went forward
with this research and deemed it appropriate to recommend to the
executive leadership of the various organizations to take as a given
that this is a likely event and to implement risk management ac-
tivities, which was really the underpinning of what my research
was.

It basically said you as leaders of these organizations need to im-
plement risk management because the details—the people that are
actually doing it, the practitioners, believe that there is a relatively
high risk.

Chairwoman MORELLA. Is implementing an independent
verification validation process going to mitigate the problems and
the trap doors?

Mr. PuccCIARELLI. To implement a comprehensive security pro-
gram, we have to cover three specific areas. We have to cover peo-
ple, process, and products. And when talk about people, a metaphor
might be to look at the bar exam. If we were to look at process,
it might be the equivalent of the FDA certifying a surgical proce-
dure, or a process might be the certification of a particular software
development process. And a product might be the equivalent of the
regulation that DOT has for automobiles to meet safety standards
or, in the public domain, the UL underwriting seal of approval.

To get true security, we're going to have to approach it from all
three fronts.

Chairwoman MORELLA. I’'m glad you wanted to respond, Mr. Ben-
nett, because I really felt I had to give you an opportunity to en-
gage since your point is that it’s not Y2K that is the big problem
with computer security. So, sir?

Mr. BENNETT. Well, I think I stated my point on the relationship.
I think they’re both very important issues. I just don’t see them—
the statistical inference there. But with respect to the independent
audit and the IG’s role, it seems to me that the independence of
both an IG or an outside auditor is one piece and the only piece



68

that should be independent of line management. While auditing on
the one hand has to be independent, someone has to come in and
say how good a job you’re doing, there are a couple of stages that
have to come before that, and those, if you're ever going to make
this work, it seems to me, have to be done by line management be-
cause they have to believe in what they’re doing.

Now, in defense, there may be a different weighing that takes
place. How much—there’s a certain drag on productivity that’s
going to happen when you implement extra security procedures.
You try to minimize it, but it happens. That—where—how much of
a drag on productivity you're willing to tolerate may be different
if I'm trying to keep secret the Nation’s defense secrets. At the
same time, if I'm a corporation and I am trying to keep competitive
information out of my competitor’s hands, which is very important,
there’s a different drag on my productivity that I might accept.

So line management, first of all, has to decide how important is
it and to what level are we going to protect it or try to protect it.
And then there has to be an implementation process, all of which
should stay within line management. And only then, after you've
done those two steps, it seems to me, without sort of alienating line
management, who you need to do those two steps, then there’s a
role for an outsider to come in and say, okay, how good a job are
you doing?

Chairwoman MORELLA. Prioritize, organize, then verify.

Mr. RicH. I'd like to recommend that we take a look, as was
mentioned here earlier about process, that over a period of time in
my time working in the government we had process, accreditation
for systems for security. And over a period of time, the accredita-
tion process failed to work because it wasn’t updated, that we
would do the checklists and everything was great. I think as the
IG goes through the process of checking, somebody should be
checking the IG. Maybe that’s the computer security czar that you
mentioned, as an oversight position, that we have to keep up with
the technology that we're looking at as we go through that.

Chairwoman MORELLA. Thank you.

Mr. Turner.

Mr. TURNER. I was really interested in knowing what suggestions
any of you might have regarding how we might strengthen law en-
forcement in this area. It seems that it’s an area that we’re really
very ill equipped to deal with. We don’t have the expertise in local
district attorney’s offices. 'm not even sure we have it in the De-
partment of Justice.

But I think we really—there seems to be a need to take a good
look at the existing criminal laws. Obviously, some of the laws fit.
Theft is theft, I guess, no matter how you accomplish it. But in any
of the intrusions that don’t result in outright theft of dollars, I'm
just not sure that the penalties are out there, the laws are out
there to really effectively deal with this, nor is there the expertise
available to fully prosecute what appears to me, from listening to
your testimony, to be a growing area of criminal activity.

Am I correct on that? And do any of you have any suggestions
you might——

Mr. MILLER. I think that’s a very important point, Mr. Turner.
We're working very close with the Justice Department Criminal Di-
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vision on this, and they have asked, for example, to help us help
them put together a list of experts, cyber experts, that they can call
upon for—when they need to do prosecutions so that the Assistant
U.S. Attorneys around the country, when they’re referred these
cases, frequently do not have the kind of expertise that they may
have in securities fraud or other kinds of more traditional non-dig-
ital fraud. And so we are working with Mr. Scott Charney and At-
torney General Reno to help put together a list of those experts
that the Assistant U.S. Attorneys can call upon.

Also, I have been told that the Justice Department is doing train-
ing for state and local officials on cyber crime, detection, investiga-
tion, prosecution. But how extensive that is, I don’t really know.
You can contact the Justice Department. I don’t have any data on
how many—how many training sessions have been done.

I understand that when they do offer them, they are heavily sub-
scribed, that there’s clearly a lot of interest among law—Ilocal law
enforcement officials to get this kind of training. But how extensive
the training is currently, I don’t know.

Mr. BENNETT. Congressman?

Mr. TURNER. Yes?

Mr. BENNETT. I believe you have the laws. You have got your
Computer Fraud and Abuse Act. You have the Espionage Act,
which covers trade secrets, and both of those have attempt parts
to them.

You also have a fair amount of expertise. It is growing within the
Department of Justice, but there’s a fair amount of expertise. When
we call up on behalf of our clients and there’s been a problem, we
do not get a befuddled person who has either no interest or exper-
tise in the area. We're generally directed to somebody who does
that for a living.

I think the only problem we’re running into is the usual, and
that is, you've got to have enough time and so you've got to allocate
scarce resources even in the Department of Justice. And the way
they’ve allocated it, to use one example, one of my clients called up,
and someone had scanned their ports looking for a way in, and
they were very concerned that some—a specific competitor, in fact,
might have been the one doing it. And they wanted to get to the
bottom of it. And when we called up, it seemed to us that there was
a bright line from the United States Attorney’s Office, and that
was, really, if you can show us that they got in, then that’s going
to put it into one basket over here and we’re going to have the time
to be able to address it. If, on the other hand, you don’t know be-
cause your firewall software maybe only tracks unauthorized at-
tempts and maybe perhaps doesn’t track authorized entries that
might have been fraudulent, then we’re—maybe you ought to go
the civil route and try to discover this by suing the ISP and getting
the name and then going after them and finding out who it is on
your own.

And, clearly, you don’t want to go down both those paths, and we
could really understand it. We ended up going down in this last in-
stance, which was only a few months ago, going down the civil
route and finding out that it was some teenage hackers attempting
to get into a corporate—past a corporate a firewall. But the laws
are certainly there. The expertise is there and growing, at least at
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the Federal level, and now it’s just a matter of putting in a priority
because I think they have enough to do with the actual break-ins
at this point.

Mr. MiLLER. Mr. Turner, my staff reminds me that Senator
Leahy has introduced a bill to provide $25 million a year to the De-
partment of Justice for state and local cyber crime training. So ob-
viously Senator Leahy at least believes there’s not currently suffi-
cient funds and is trying to increase that.

Mr. TURNER. Thank you, Mrs. Morella.

Chairwoman MORELLA. Thank you, Mr. Turner.

It seems to me there could be a problem with companies overseas
and the kind of security because they haven’t had a check to do—
an opportunity to do background checks of—and this made by the
more prone to computer security problems with Y2K. Would any of
you like to comment on that, maybe what we could do about it?
You look ready, Mr. Bennett, then Mr. Miller.

Mr. BENNETT. I believe this problem’s been with us for a while,
and to try to put it in perspective, if you got three different levels
of folks you might engage—and they've been engaged over the
course of time, at least in corporate America, to work on IT sys-
tems there, your own employees, your domestic contractors, and
then foreign contractors, and I would suggest that at this moment
in most states in the United States you can learn not very much
about your own new employees for starters. So, yes, it is true that
there could be foreigners or contractors who could pose a definite
threat to your IT.

But right now, in the position of any ordinary employer—not the
government but an ordinary employer, we're just not permitted to
get the kind of information you can get, and so I have a live threat
right with my employees.

A second quick point is that—put aside just for a moment—I
know it’s not the scope here, but to try to put this in perspective,
you’ve got the threat to your IT systems, and yet in many, many
companies today, the most valuable information that they have
walks out the door every single day with their employees. It is not
sitting on their computer system.

So when they put this whole thing into perspective for, you
know, the billion dollar fraud over here and then the foreign threat
and then even the domestic contractor threat, then the employee
threat, what they’re really worried about is: How can I find out in-
formation about the people who are here? And, moreover, where
are they going to go? In the State of California, for example, com-
panies cannot use non-competes for some good and wholesome rea-
sons. And so that means that my employee can leave today, go
down the street to my competitor, and use that information.

Mr. HORN. I missed the word there. Companies cannot use what?

Mr. BENNETT. They cannot use—in California, as an example,
one cannot include a non-competition clause in a contract with an
employee to say, look, for 6 months after you leave here please
don’t go down the street—or you may not go down the street to our
competitor to do the same kind of thing.

Mr. HORN. As you were talking, I was thinking, the whole evo-
lution of Silicon Valley is when somebody walked out and started
their own firm. American productivity.
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Mr. BENNETT. Absolutely correct. And now—and we’ve gotten a
lot of great things from that. In addition, we’ve gotten ourselves a
rash of trade secret lawsuits.

Chairwoman MORELLA. It seems to me—you know how we have
the metal detectors going into buildings such as ours? What we
really need is a mental detector, and a mental detector would prob-
ably take care of a lot of that problem that you mentioned.

Mr. BENNETT. God forbid.

Chairwoman MORELLA. Okay. Right.

Mr. Miller.

Mr. MILLER. Two brief points. One is that there’s currently, in
addition to the overall challenge of the shortage of information
technology workers in our country, there’s a specific subset of that.
There’s a huge shortage of people with sophisticated security train-
ing or the ability to carry out these jobs. Going back to Mr.
Pucciarelli’s earlier point about people being one of the critical
three elements, it’s very important. I know a very large, sophisti-
cated firm which is doing a lot of work on a contract basis for the
government has 1,500 positions to fill, and they have 1,000 people,
and they can’t find the other 500 because, first of all, you can’t use
foreign workers 99.9 percent of the time so you can’t fall back on
H(1)(b)s or anything like that. You can’t even fall back on perma-
nent residents. Most of the time they have to be U.S. citizens. They
have to have security clearance. They have to have sophisticated
training, et cetera, et cetera.

So that’s a big job. I know Attorney General Reno and other peo-
ple are trying to focus on some kind of a cyber corps idea where
there’d actually be government incentives, scholarships or a sort to
encourage people to get the kind of sophisticated training that they
could become specialists in information security. So I think that’s
an issue.

Also, on the international front, Chairwoman Morella, I know
that this is a huge issue in terms of laws. How do you enforce the
security laws? And right now the U.S. Government is engaged in
discussions with the G-8. Attorney General Reno I know is dis-
cussing with other members of the G-8, but it gets to be a huge
issue in cyberspace. Let’s talk about things like child pornography
and getting access. What laws do you use? Do you let Muammar
Qadhafi start issuing subpoenas for information that it wants to
get from AOL because it believes somebody in Libya who’s an AOL
customer is violating the laws of Libya? How do you enforce those
kind of laws? So there’s some incredibly open-ended questions out
there right now in terms of our cyber crimes on the international
front which are just at the earliest, earliest stages of discussion
right now.

Chairwoman MORELLA. Mr. Rich.

Mr. RIcH. Yes. I'd like to mention a couple of months ago I went
to a national infrastructure protection conference out in Denver,
and I support the idea of Mr. Miller mentioning the cyber corps ap-
proach. I think that would go a long way, similar to the Peace
Corps, in incentivizing those to bring up the awareness within the
security area. And then they have a little payback to the govern-
ment for helping them through school, or similar.
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Mr. HoOrN. If I might be yielded to for a question, I probably
haven’t unloaded on you my feelings on when that visa deal comes
up. I was outraged by it. Why am I outraged by it? Very simply,
we've got a community college system—certainly in California
where it was founded, there’s 107 campuses in California and we've
got a Silicon Valley and San Diego, Orange County, and Santa
Clara County, and popping up hopefully in other counties. And
they need to work together, and we should not be importing people.
We should be training our own people.

When I think of the classrooms I go to where students are now
exposed to computing, and it seems to me we’re derelict both in
education in California—and I’ve unloaded on many of the commu-
nity college presidents and said, Where are you on this? And where
are the CEOs in Silicon Valley that ought to be sitting down with
them saying this is the kind of curriculum we need if they’re going
to be helpful to us? That was the whole purpose of the community
college, was both vocational and academic. And you need both to
be a good programmer.

And I would hope that they would be working together so they
could get the trained force. These are $60,000 jobs, and there are
a lot of bright kids. Escalante showed that in the Los Angeles
schools, you can teach young people to be as good as anybody, as
good as they are at Harvard. And these students proved they could
do it. And that’s what we ought to be doing, but we need the equip-
ment, which is—the state is always behind, every state in the Na-
tion is behind when it comes to giving and granting and providing
computer equipment. And if you’re going to work on new genera-
tions, this is where Silicon Valley can take a tax writeoff, or wher-
ever, and get something out of it.

But your associations, it seems to me, would be very helpful to
be where you get these people together, both the community college
president and the CEO of a computer firm. We shouldn’t have to
be importing people from all over the world, and we shouldn’t have
to need a government program. I mean, the best education deal in
America are the community colleges. There’s very little tuition. At
least in California it is; in Texas it is. So why aren’t we taking ad-
vantage of that? Are we still going to just keep importing thou-
sands of people? Theyre all wonderful people, but what about our
own people? That’s where I'm coming from.

M;" MILLER. Did you want a comment, or is that just an observa-
tion?

Mr. HorN. Well, I'm just saying—I'd like a comment, and I
think—you know, where is that industry and where are those edu-
cators to be linked up to get the job done?

Mr. MiLLER. Well, I do disagree with you on the immigration
question, but I don’t disagree with you on your fundamental point,
Mr. Chairman. Our educational system is still an educational sys-
tem designed for the industrial age, not the information age. And
we are trying to work with community colleges. In fact, I recently
met with the President of the American Association of Community
Colleges to discuss potential collaborative activities. We're also
working with particular outreach to minority communities. I think
as you know, in the—even though—for example, African Americans
are 11 or 12 percent of the overall U.S. workforce; theyre only
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about 5 or 6 percent of the IT workforce. So we’re involved in some
initiatives in that area, also.

The challenge is to do both at the same time, though. It does
take time for people to be trained and educated, and we have to
incentivise them to come in. And I think that’s why I was sug-
gesting that government, cyber corps or IT tax credit training such
as the legislation that Senator Conrad and Congressman Moran
have introduced to try to create incentives.

I do believe, Mr. Chairman, that community colleges are much
more responsive than universities are in terms of adjusting their
curriculum. And you have several in California which have done—
moved relatively quickly. But it’s—I think the late Governor of
Florida once said, the only thing harder to move than a cemetery
was the university faculty. So I think they find that trying to
change, getting rid of Russian history and political science depart-
ment for computer science departments isn’t always easy; whereas,
at community colleges they can move quite quickly. And certainly
you see places like Contra Costa Community College. The one
that’s usually thrown up as the best example is Maricopa Commu-
nity College in the Phoenix area where they work very closely with
Motorola, Intel, and other semiconductor manufacturing firms for
training.

So I think we’re getting there, Mr. Chairman. It’s just slower
than we’d like.

Mr. HorN. Well, that’s where you have to take these massive
systems because most of that is done at the local college, and that’s
why I suggested the community college. There’s more flexibility for
the reasons we all know than in the major research universities
around.

But if you’re doing it, I think that’s wonderful. We don’t need a
government program to do it. We just need you guys on the phone,
and gals, to work it out.

Chairwoman MORELLA. I think we also need the partnerships of
academia and the business sector and even government, you know,
state government, maybe Federal Government in some way, also
being kind of part of that partnership. But we have, Chairman
Horn and I and Ranking Member Turner, been aware of the per-
sonnel needs throughout this whole thing, Y2K, now computer se-
curity, and we’re trying to do something even legislatively on that,
too, to increase fellowships and, as you mentioned, the cyber corps.
We’ll continue to work on that with your help.

Just a wrap-up, if there are any comments from any one of you,
real briefly, in terms of what we should be doing now since we
have only that 149 days left to the end of—until we reach 2000,
recognizing whether Y2K has been remediated or not with regard
to computer security. Any final comments for us?

Mr. MILLER. My only concern is—and I don’t think this is Mr.
Pucciarelli’s intention in releasing his report—is that people don’t
move more slowly on Y2K because they’re concerned about infor-
mation security. He’s correct that information security has to be
part of your Y2K, but I hope no one who reads that article uses
that as an excuse not to do their Y2K remediation. I certainly know
that wasn’t his intent. I know that Gartner has been one of the
strongest advocates for Y2K remediation. But one could imagine a
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situation where someone would misinterpret that message instead
of the message being to be more conscious of security and say, well,
that’s one more excuse not to get my Y2K solution done. So I hope
this hearing will help to send the message that that is not the in-
tention. I assume Mr. Pucciarelli would agree.

Chairwoman MORELLA. Thank you.

Mr. PUcCIARELLIL. Yes, Mr. Miller. I appreciate your comments.

Congresswoman, one final thought that I have is that simply re-
minding folks, reminding organizations, enterprises, and the lead-
erships of those organizations of the need to redouble their efforts
and maintain the appropriate risk management criteria while they
complete their Y2K remediation activities. And I think that even
having this hearing on this matter has served a very important
purpose to that end. I think that encouraging the various federal
agencies and departments along the same lines would also be of
benefit.

Again, clearly our intention was not to suggest that you should—
that organizations should go slower, but to merely point out that
risk management activities have a role as well.

Chairwoman MORELLA. Thank you.

Mr. Rich, a final comment?

Mr. RicH. Yes, ma’am. I'd like to basically agree here with both
of the gentlemen here in that people shouldn’t slow down, they
should pick it up a little bit and keep vigilant as we go toward the
year 2000. And I hope these hearings will allow people to look at
other aspects rather than just focus on Y2K remediation.

Chairwoman MORELLA. Good point.

Mr. Bennett.

Mr. BENNETT. I believe that if there are companies out there that
are still doing serious remediation and are not now doing contin-
gency planning, then they probably have even more serious issues
than worrying about that trap that’s probably been set somewhere
in one of the other companies that’s now doing contingency plan-
ning.

Certainly a call has been made to the security officers, and they
need to pay attention, as they always have. I think the message
?"om this Subcommittee ought to be to keep focused on the Y2K ef-

ort.

Chairwoman MORELLA. I want to thank all of you, and before we
adjourn, I just want to mention the staff that have been very help-
ful always in contacting you and putting some things together: J.
Russell George, who’s with the Government Reform Subcommittee,
Matt Ryan, Bonnie Heald, Grant Newman, Chip Ahlswede, and
Seann Kallagher; our Technology Subcommittee, Jeff Grove and
Ben Wu, and the clerk, Joe Sullivan. And there are others: Michele
Ash, Trey Henderson, Earley Green, Jean Gosa; and the court re-
porter, Chris Bitsko. I think I covered everybody. Good.

Thank you. You were just a splendid panel. I hope you’ll feel free
to contact us at any point with any of your suggestions or rec-
ommendations. And as usual, if we could—have other members
who may have questions and any other questions we may have, if
we may forward them to you. Great. Thank you.

The Committee is now adjourned.

[Whereupon, at 12:06 p.m., the Subcommittee was adjourned.]
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Subcommittee on Technology
Subcommittee on Government Management, Information and Technology Subcommittee
Hearing on The Computer Security Impact of Y2K: Expanded Risks of Fraud?

Opening Statement of Congresswoman Debbie Stabenow
of the 8™ District, State of Michigan

August 4, 1999

Madame Chairwoman, Mr. Chairman, thank you for convening the House Y2K Working
Group for this important hearing. It is especially ironic that as we continue to receive good news
about Y2K preparations - with the financial services industry recently reporting it is 99%
compliant - we are faced with another potentially daunting Y2K problem. The fact that some
experts believe that there is an increased security risk due to contractors hired to fix Y2K-related
problems leaving “trap doors” in computer systems for future access, or otherwise tampering
with networks, is indeed cause for concern. Estimates of thefis ranging into the billions of
dollars because of this activity must be taken seriously. Our task today must be to assess the
likelihood of such incidents and what can be done to prevent them.

This possibility is especially maddening because it could serve to keep needed Y2K
preparations from going forward, without much time to spare. I have worked hard in my district
letting people know what to expect in regard to Y2K, and working with small businesses to take
the necessary steps to be ready on January 1 next year. We must continue to emphasize the
importance of undertaking this necessary work.

I again commend the leadership of these two subcommittees on both sides of the aisle in
continuing to highlight all the ramifications of the Y2K problem. I would also like to thank our
distinguished panelists for being here today to share their expertise on this important topic.
Together, I am confident that we will make further progress toward ensuring a smooth transition
to the year 2000.
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Y2K fixes open door for electronic heist:

By M.J. Zuckerman, USA TODAY

WASHINGTON - The top Y2K research firm predicts that the
single heist in history, an electronic theft exceeding $1 billion, wi
_ oceur as a direct resalt of the Year 2000 computer glitch.

'ate Gartner Gmup,,would be surprised if there weren't at least o
publicly réported elecironic theft exceeding $1 billion," says the s
10-be-released study of more than 1,000 of the firm's clients
worldwide.

and others i
V2K ressarch have few quarrels with the Gartner Group's warmin

“That's certainly s safe prediction,” says computar security expe
Donn Parker, author of Fighiing Computer Crime. “Fixing Y2K
opened up vulnerable business computer programs to attacks by
larger mumber of people.*

‘The biggest concern, Gartner says, is that employees hired to upg

systems might have left "trap doors” or other means through whi

they can clandestinely take control of systems, inciuding those th

eleclromcal}y move §11 trillion 8 year among | ﬁmmma) institution
P b and private

"We have basically had to open up every system we have to peop
may not know enough about,” says Joe Pucciarelli, author of the
study. ¥t urges scrutiny of "disgruntled or opportunistic employe

"L have no way of determining that there is going to be a theft of
i But I think the senti is quite correct,” says Fred
of science at Cornell University. H
one of several scientists and pnhcy analysts concerned that Y2K
upgrades, designed to repair systems that could misconstrue date
after Jan, 1, 2000, are introducing new vulnerabilities.

httpiiworw.usatoday.cony V 719199
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Several security firms say they have found *trap doors™ in Y2K
programming. Some were placed to provide reputable firms an ¢
for future repairs, but others have been intentionally hidden.

"I'm aware of at least three such incidents,” says Mike Higgins o
consulting firm Para-Protect Services. "One was in a major
information technology company which used a Pakistani compan
do (upgrades). The company left a hidden trap door and has sinc
gone.out of buginess.”

But Mark Graf of Sun Microsystems says he doesn't consider Y2
itself a serious security problem: "If you had such poor security t
you didn't take prudent measures before, I don't see how Y2K re
makes you any less secure.”

But Higgins, among others, notes that in many businesses, "norm
due diligence is lagging due to the breath of the (Y2K) work” tha
remains to be completed.

o Go to Nationline
» Go to News front page

hitp/iwww.usatoday.con THOY
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Strategic Planning, SPA-07-8292
4. Pucciarell

Research Note
1 April 1899

Year 2000 and the Expanded Risk of Financial Fraud

As part of year 2000 systoms romediation efforis, evory
FEPBEY Gf évary 1t system involved in enterprise financial

management has beon opened and potentially subjectad to
change, raising the risk of financial theft and frand.

Core Topics
i iT Fipancial
iT Policy

Key lssuss
How shoukd business managers, enterprise
axecutives and IS managers co-tdevelop

[T poticias and ires? What
management tools are appropriate for
building the business and IT relationship?

Strategic Mlanning Assumptions

By 2004, there will be at laast one publivly
reported eectronic theft exceeding $1
billion (0.7 probability): year 2000
remadiation afforts will b a root cause of
the securily tapses that wil heve aliowed
this theft 16 happen (0.7 prabability}. By
2004, the broad implarentatian of E-
commerce-gnabled tusiness modets,
coupled with the increased sk of electronic
thef: and fraud, will significanty expand the
markat and scope of the annuat financial
audit review to include detection and
system analysis services {0.8 probabiifty}.

Note 1
Veolumes of Corporate Eluctronic
Payments
Financial electronic data interchange (EDY)
aver the Automaled Claaring House (ACH}
Network grew by 42.7 percentin 1998,
according lo statistics released by the
Mationaj Automated Clearing House
Associetion. In 1988, more than §4.5 milion
financial EDI iransactions crossed the ACH
Network, up 42.7 percent from 1997, This
figure includas business-to-business and
goverarment-to-business financial EDI, non.
ED!payments, and intrabusiness cash

and cash
wransfers. The doilar amount of these
payments exceeded $11 trillion. Finencis

ED!is the slecironic exchange of payments,

payment.ratated | or fi
related documents in slandard frmats
between business partners, With financial
ED1, the remittance. information
‘accompanies the payment; that is, the
money and the data stay together,

Two 4 dous but unrelated forces will be intersecting soon
and e result will be bad newst! First, the worlds financial
SySters hiave largely migrated to an electronicalty interconnected
business model. Best estimates are that $11 trillion dollars I
electronic transfers occurred in the United States in 1998 (see
Note 1). To support this activity, we have created computerized
systems lo manage every aspect of these transactions. And, in
order to maintain the jnt ms, we will, by Dec.
31, 1999, have systernatically examined virtually every line of
<30% Every mierconnection, and every computer involved in this
“process (see Note 2). (iven the enormity of this undertaking, the
scope of the assets that flow through these systems, and the
unbounded creativity of the human mind, we believe that by 2004
here~Will be &t Jeaslt one publicly reported electronic theft
exceeding $71 billion (0.7 probability), year 2000 remediation
SoNS Wil be a root cause of the securily lapses that will have
allowed This (heft to happen (0.7 probability).

Law enforcement authorities altempting to solve a crime search
to identify the means by which the crime occurs, establish the
motive for the crime, and attempt to prove that a particular
suspect had an opporiunity to commit the crime. in the case of
the first billion-doltar electronic theft or fraud, the motive will likely
be one of greed combined with a highly skilled software engineer
who feels unappreciated or under-recognized for his_or_her
efforts and accomplishments (especially related to the very
stress of the year 2000 remediation effort). The means will be the
tools at hand ~— the same electronic systems that so reliably
transact the business of the day will be instructed to transfer
funds beyond the boundaries of the enterprise into the hands of
the thief. The opportunity to parpetrate the crime will come in an
odd moment: a situation outside the bounds of the operating
J0d momens

manual. A system will crash unexpectedly and a single software

engineer will_ make changes without the normal reviews, due

GarinerGroup

by e,

rbigoen.
12 sccurmey. amcy emimsions

.




Note 2

Year 2000 Remediation and Fraud

Year 2000 date remediation for software
programming doesn t create the possibility
of fraud per se. Rathex, it is the reguirement
o open the cods and aliow changes in the
hands of somacne with nefarious intent that
is the risk. {deally, nonauthorized changes
1o pants of the program other than changes
required for date remadiation would be
identified, reviewed In detall and certified by
the quality assurance process. if either the
chenge conirol process faiis by not
datecting other changes or the quality
assurance process fails by not cerlifying the
appropriateness of all changes, then
authorized changes could be made that, in
combination with other sacurity lapses,
could combine 1o allow a theft. It is highly
Rkely that, when and i this were to occur, it
will be the result of a string of relatad
failures and lapses. The probiem is that,
since we have never gone through this typs
of a broad-scale disruption, the “failure”
made will kely be a serios of evanis we
hava never seen befcre. In other wands,
security teams need to think very creatively
as they review and reconsider risk
management and risk containment
strategies.
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diligence or oversight. Further, the opportunity will likely occur

years after Jan. 1. 2000. A hypothetical scenario: An artifact of
the year 2000 remediation effort will cause a problem; that is, a

system will go do as a resuit of some other subsequent change.
As a result, someone will go into the code and make a heroic
save by entering last minute changes to a program so that a
deadline can be met — and, along with the save, make
unauthorized changes leading to the crime.

Specific steps can be taken now and continually reemphasized
because, despite our wish to retum to highly stable, status quo
operations, changes in competition, business models and
distribution channels wili bring a much more dynamic operatiopat
norm. The most effective theft and fraud deterrent is to create the
perception_that there are very high levels of security. To
accomplish, this we advise the IS and finance organizations (o
collaborate to create a year 2000 security team composed of
individuals with the requisite technical and audit skilis to review
procedures, assess the risks and implement a risk containment
plan. Procedure reviews must limit the ability of a. single
individual to make changes or initiate activities without a second
person_participating in_the process. Risk_assessment must
include reviewing all enterprise insurance coverage as well as
the contracts with extemal services providers and independent
(programmer) contractors. Risk manag ' plans shouid
include careful reconsideration of all existing el and fraud
deterrence activities in Iight of this expanded threaf profiie. :

Bottom Line: The law of very large numbers dictates that we will
have a vastly increased risk of electronic theft and fraud after the
year 2000 remediation efforts. In the rush to aggressively solve
one problem (year 2000), enterprises need ropriate
resources have been rededicated to protecting the enterprise
from The increased risks of electronic theft or fraud — possibly
the most important antract created by year 2000 remediation.
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